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NTRODUCTION

principal investigators working with the Nationalci&ce

Foundation (NSF) with a basic guide for evaluatiNgF's
educational projects. It is aimed at people whalrtedearn more about
both the value of evaluation and how to design aady out an
evaluation, rather than those who already havdia lsase of experience
in the field. It builds on firmly established priptes, blending technical
knowledge and common sense to meet the speciat ridddSF and its
stakeholders.

This Handbook was developed to provide project trscand

The Handbook discusses quantitative and qualitataduation methods,
suggesting ways in which they can be used as congpits in an
evaluation strategy. As a result of reading thisdhmok, it is expected
that principal investigators will increase their denstanding of the
evaluation process and NSF’'s requirements for evialn, as well as
gain knowledge that will help them to communicaithvevaluators and
obtain data that help them improve their work.

To develop this Handbook, we have drawn on thelairhendbooks and
tools developed for the National Science Foundagspecially the 1993
User-Friendly Handbook for Project Evaluation: Swe, Mathematics,
Engineering and Technology Educatiothe 1997 User-Friendly
Handbook for Mixed-Method Evaluationand the2002 User-Friendly
Handbook for Project EvaluatiQnand the National Aeronautics and
Space Administration. However, special attentiors fe@en given to
aligning the Handbook to NSF’'s unique needs andemapces. In
addition, a range of NSF program areas have bedentséd to provide
concrete examples of the evaluation issues disdu3dee Handbook is
divided into nine chapters:

Chapters 1 through 7 are updates of material ireduéh earlier
Handbooks. Chapters 8 and 9 are new additions it Hlandbook
focusing on rigorous project evaluation and thddiacthat contribute to
it.

We have also provided a glossary of commonly usechd as well as
references for those who might wish to pursue saduitional readings.
Appendix A presents some tips for finding an evedua
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Chanter

REASONS FOR CONDUCTING EVALUATIONS

The notion of evaluation has been around for a libmg. In fact, the
Chinese had a large functional evaluation systemiace for their civil

servants as long ago as 2000 B.C. There are atsausadefinitions of

evaluation; some view it as tests, others as dugmms, documents, or
even management. A comprehensive definition, asepted by the Joint
Committee on Standards for Educational Evaluatit®94), holds that
evaluation is “systematic investigation of the womr merit of an

object.” This definition centers on the goal of ngsievaluation for a
purpose. Accordingly, evaluations should be corethiébr action-related
reasons, and the information provided should tatdi some specific
course of action.

Why should NSF grantees conduct evaluations? Theze
two very important answers to this question. Figsgluation
produces information that can be used to improeeptioject.
Information on how different aspects of a projaet working

and the extent to which the objectives are being ame

essential to a continuous improvement process. rgkcan

evaluation can document what has been achieveds Thi
aspect of the evaluation typically assesses thengxio
which goals are reached and desired impacts arainatt. In

addition, and equally important, evaluation fredqlyerprovides new
insights or new information that was not anticipat/hat are frequently
called “unanticipated consequences” of a program loa among the
most useful outcomes of the assessment enterprise.

Evaluation provides
information to help

improve a project.

Too frequently evaluation has been viewed as aeradvial
process. In such cases, its main use has beerotidera _
“thumbs up” or “thumbs down” about a program orjpob. Evaluations nee
Hence, it has all too often been considered by raragor not be conducted in a
project directors and coordinators as an extemgbosition adversarial mode,
that is threatening, disruptive, and not very hdlpd project
staff. While that may be true in some situationsl@ations
need not be, and most often are not, conducted iadaersarial mode.
Rather, they can contribute to the knowledge basbketp understand
what works and why.

The current view of evaluation stresses the inhemsterrelationships
between evaluation and program implementation. &Ein is a
valuable source of information on how the projecbeing implemented,
specifically, what works and what should be modifieurthermore, in
contrast to the outdated belief held by some thatuation should take
place at the end of a project, the accepted wisdaim incorporate it at
the beginning of a project. Planning, evaluatiord anplementation are
all parts of a whole, and they work best when tiveyk together. Kaser
et al. (1999) go so far as to state that “a qualibgram takes evaluation
seriously and builds it into the program design”Zp). Exhibit 1 shows




the interaction between evaluation and other aspsctour NSF project
as the project is developed and initiated.

Exhibit 1.—The project development/evaluation cycle

Project
planning/modification

A 2
. : _ Needs assessment and
Project evaluation B collection of baseline data

A

A

Project implementation

Additionally, evaluation provides information foormmunicating to a
variety of stakeholders. It allows project managersbetter tell their
story and prove the worth of their projects. ltoaggves managers
the data they need to report “up the line,” to infosenior
decisionmakers about the outcomes of their investsneEHR's
past evaluation efforts have been responsive terédeporting
requirements including the Government Performamzk Results
Act (GPRA) and the Office of Management and Budget’
Program Assessment Rating Tool (PART). GPRA reduieeeral
agencies to report annually on the accomplishmeftgheir
funded efforts, reporting the results or impactstioé federal
government through the establishment of broad goaltrategic
outcomes, performance outcomes, and performandeatods. PART
provided a systematic method for assessing themeahce of federal
program activities through a review of program msgs and design,
strategic planning, management, and results anduatability. NSF
efforts also incorporated the Academic CompetiteenCouncil's (ACC)
recommendations in its assessment and accounjabgitnework for
science, technology, engineering, and mathemelitEl) education.

Evaluation
provides
information for
communicating to
a variety of
stakeholders.

The current administration’s focus is on evaluationproblem solving

and designing programs. NSF evaluation activitiespaoviding data to
inform the OMB call for high priority performanceals (HPPG). This
process will involve each agency setting three igntepriority goals;

identifying a goal leader for each goal; and crepi@n action plan to
identify problems and solutions. A quarterly update progress is
planned, followed by an annual OMB performance eevivith results
posted on a new website. The goal is to use pedoce information to
improve outcomes, communicate results thereby imipgatransparency,
and building a STEM educatidmowledge base.
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Chanter

EVALUATION PROTOTYPES

The purpose of this chapter is to provide a groumdi evaluation and to
discuss the kinds of information evaluation canvigte. We start with
the assumption that the term “evaluation” includééerent models or
data collection strategies to gather informatiomifferent stages in the
life of a project. A major goal of this chaptertishelp project directors
and principal investigators understand what theseaad how to use
them.

As we undertake this discussion, it is importantgcognize that within
NSF there are two basic levels of evaluation: mpygrevaluation and
project evaluation. While this Handbook is direcedthe latter, it is
important to understand what is meant by both.Usestart by defining
terms and showing how they relate.

A program is a coordinated approach to exploring a speciia aelated
to NSF’s mission of strengthening science, mathesiaand technology.
A project is a particular investigative or developmentaiwdtgt funded
by that program. NSF initiates a program on theauaggion that an
agency goal (such as increasing the strength awmdrsity of the
scientific workforce) can be attained by certaim@tional activities and
strategies (for example, providing supports to etk groups of
undergraduate students interested in science ohematics). The
Foundation then funds a series of discrete projectxplore the utility
of these activities and strategies in specificaditns. Thus, a program
consists of a collection of projects that seek &eta defined set of goals
and objectives.

Now let us turn to the terms “program evaluationida“project
evaluation.” A program evaluation determines the value of this
collection of projects. It looks across projectsamining the utility of
the activities and strategies employed. Frequeatlyll-blown program
evaluation may be deferred until the program islwelderway, but
selected data on interim progress are collectedamnannual basis.
Project evaluation, in contrast, focuses on an individual projectdech
under the umbrella of the program. The evaluati@vides information
to improve the project as it develops and progmess#ormation is
collected to help determine whether the projegreeeding as planned
and whether it is meeting its stated program gaat$ project objectives
according to the proposed timeline. Ideally, thaleation design is part
of the project proposal, baseline data are colieqigor to project
initiation, and new data collection begins sooeratiie project is funded.
Data are examined on an ongoing basis to deterifnbnerent operations
are satisfactory or if some modifications mighteeded.

Where a project consists of multiple componentajuations might also
include examination of specific components, as showExhibit 2. A
component of a project may be a specific teactanitrg approach, a




classroom practice, or a governance strategy. Aaluation of a
component frequently examines the extent to whislgoals have been
met (these goals are a subset of the overall pgrgals), and seeks to
clarify the extent to which the component contrdsuto the success or
failure of the overall project.

Exhibit 2.—Levels of evaluation

PROGRAM

& &

The information in this Handbook has been develgmétarily for the

use of project directors and principal investigatoalthough project
evaluators may also find it useful. Our aim is toide tools that will

help those responsible for the examination of iitigl projects gain the
most from their evaluation efforts. Clearly, howewbese activities will

also benefit program studies and the work of thenEation in general.
The better the information is about each of NSK&qets, the more we
can all learn.

The Different Kinds of Evaluation

Educators typically talk about two purposes forleaaon—formative
evaluation and summative evaluation. The purposea oformative
evaluation is to provide information for project gmovement. The
purpose of a summative evaluation is to assesgqualkty and impact of
a fully implemented project (see Exhibit 3).




Exhibit 3.—Types of evaluation

Evaluation
Formative < > Summative
Implementation Progress
l Early stages Later stages)
: Time '

Formative Evaluation

Formative evaluation begins during project develepmand
continues in some form throughout the life of thejgct. Its
intent is to assess ongoing project activities gmdvide
information to monitor and improve the project. Aoting to
evaluation theorist Bob Stake,

“When the cook tastes the soup, that's formative;
When the guests taste the soup, that's summative.”

A formative
evaluation
assesses ongoin
project activities.

Formative evaluation has two components: implentEmtaevaluation

and progress evaluation.

Implementation Evaluation. The purpose of implementation
evaluation is to assess whether the project isgbeimducted as
planned. This type of evaluation, sometimes calffpcocess
evaluation,” typically occurs several times durithg life of the
grant or contract at least in multi-year projedthe underlying
principle is that before you can evaluate the auE® or impact of
a project, you must examine how it is operatingethbr it is
operating according to the proposed plan or desenip and
whether some modification is needed.

The purpose o
implementation
evaluation is to
assess whether th
project is being
conducted a
planned

In addition to assessing fidelity, implementatioraleation serves the
purpose of describing and documenting the actwiti@ project
undertakes. This descriptive phase may be espeamafiortant in NSF
programs that have a research and development (R&mphasis. In
such programs, wide latitude is given to projentsvhat they are to do,
as long as their plan is research-based and alignpdogram goals. In
such projects describing what is being done andsombination with




progress evaluation (described below), identifyilhg strengths and
weaknesses of different strategies becomes aatfiist step.

A series of implementation questions guides an émgntation
evaluation. For example, NSF's Louis Stokes Allemdor Minority
Participation (LSAMP) is aimed at increasing thalgy and quantity of
students successfully completing STEM baccalaurdeggee programs,
and increasing the number of students interestedagademically
qualified for, and matriculated into programs chdwate study. LSAMP
supports sustained and comprehensive approaches faoditate
achievement of the long-term goal of increasingrtbmber of students
who earn doctorates in STEM fields, particularlggé from populations
underrepresented in STEM fields. The program gas¢saccomplished
through the formation of alliances.

Questions that might be posed for projects in tBAMP program are as
follows:

. Were appropriate students selected? Were studéhtsl&ficits in
precollege preparation included as well as one#$ sttonger
records? Was the makeup of the participant grougistent with
NSF's goal of developing a more diverse workforce?

. Were appropriate recruitment strategies used? Vétweents
identified early enough in their undergraduate eexdo provide
the transitional supports needed?

. Were students given both academic and personalogis@pTo
what extent were meaningful opportunities to comdwsearch
provided?

. Was a solid project management plan developeda@luvied?

Sometimes the terms “implementation evaluation” &dnubnitoring
evaluation” are confused. They are not the same.ifplementation
evaluation is an early check by the project stafthe evaluator, to see if
all essential elements are in place and operafihgnitoring is an
external check. The monitor typically comes frone flunding agency
and is responsible for determining progress andpbiance on a contract
or grant for the project. Although the two diffeimplementation
evaluation, if effective, can facilitate the prdjscdevelopment and
ensure that there are no unwelcome surprises domamgtoring.

Progress Evaluation.The purpose of a progress evaluation is to
The purpose of a | assess progress in meeting the project’s ultimatdsg It involves
progress collecting information to learn whether or not thenchmarks for
evaluation is to progress were met and to point out any unexpectdations.
assess progress inl Progress evaluation collects information to detaemwhat the
meeting the goals.| impact of the activities and strategies is on paudints, curricula, or
institutions at various stages of the interventi®y. measuring
progress, the project can get an early indicatowlé&ther or not
project goals are likely to be achieved. If theadadllected as part of




the progress evaluation fail to show expected obanthe information
can be used to fine-tune the project. Data colteete part of a progress
evaluation can also contribute to, or form the $der, a summative
evaluation conducted at some future date. In arpesgevaluation of
projects in the LSAMP program, the following quess can be

addressed:

Are the participants moving toward the anticipatgzhls of the
project? Are they enhancing their academic skilg® they
gaining confidence in themselves as successfuhées? Are they
improving their understanding of the research pssee

Are the numbers of students reached by the projacteasing?
How do changes in project participation relate bharges in the
overall enrollments in mathematics, science, antrnelogy areas
at their institutions? Are students being retaiiretheir programs
at an increasing rate?

Does student progress seem sufficient in lighthef lbong-range
goals of the program and project to increase thmben of
traditionally underrepresented students who receiggrees in

science, mathematics, or technology?

Progress evaluation is useful throughout the Iif¢he project, but it is
most vital during the early stages when activiges piloted and their
individual effectiveness or articulation with oth@moject components is

unknown.

Summative Evaluation

The purpose of summative evaluation is to asseswature

project's success in reaching its stated goals. rTative

evaluation frequently addresses many of the sarestigns as a
progress evaluation, but it takes place after tfugept has been
established and the time frame posited for chamgeolscurred. In
addition, examining the extent to which the projdas the
potential to continue after the NSF funding cydecompleted—

“sustainability"—is critical to NSF. Contribution® the broader
knowledge base are also highly valued.

The purpose o
summative
evaluation is to
assess a matur
project’s succes
in reaching its
stated goals.

A summative evaluation of a project funded throtigh LSAMP
program might address these basic questions:

. Are greater numbers of students from diverse backgis
receiving bachelor's of science degrees and showir
increased interest in scientific careers?

. Are there any impacts on the institutions of highe

education the participants attend? Are there amygés in

courses? Are there any impacts of the project carailv

Summative
evaluation collects|
information about
outcomes an
related processe
strategies, and
activities that hav
led to then

10



course offering and support services offered bir thstitution(s)?

. Which components are the most effective? Which corepts are
in need of improvement?

. Were the results worth the project’s cost?

. Can the strategies be sustained?

. Is the project replicable and transportable?

Summative evaluation collects information aboutcoates and related
processes, strategies, and activities that haveolétem. The evaluation
is an appraisal of worth or merit. Usually this eypf evaluation is
needed for decision making about the future of itttervention. The
decision alternatives may include the following:ssdiminate the
intervention to other sites or agencies; continuading; increase
funding; continue on probationary status; modifyd atny again; or
discontinue.

In most situations, especially high-stakes situetior those that are
politically charged, it is important to have anearxial evaluator who is
seen as knowledgeable, objective, and unbiasederfgip A provides
some tips for finding an evaluator. If that is mpatssible, it is better to
have an internal evaluation than none at all. Qimapromise between
the external and internal models is to conductndéermal evaluation and
then hire an outside agent to both review the desigd assess the
validity of the findings and conclusions.

When conducting a summative evaluation, it is intguar to consider
unanticipated outcomes. These are findings thatrgemeuring data
collection or data analyses that were never amtiegb when the study
was first designed. For example, consider an NS¥egtr providing

professional development activities for teachedésga. An evaluation
intended to assess the extent to which participghtee their new
knowledge and skills with their school-based calezs might uncover a
relationship between professional development atvitian from the

teaching force. These results could suggest newirmygents for

participants or cautions to bear in mind.

Evaluation Compared to Other Types of Data Collecbn Activities

It is useful to understand how evaluation complesdmut may
differ from, other types of data collection actieg that provide
information on accountability for an NSF-funded jpn.
Exhibit 4 shows various types of data collectiotivities, each
of which provides somewhat different informationdagserves
somewhat differing purposes. Included are perfooeaan
indicators, formative evaluation, summative evabmt and
research studies.

Evaluation
complements bu
is different from
other kinds of
data collection
activities.

11



At the center of the effort is the project descoipt which provides
general information about a project. These datacaremonly used to
monitor project activities (e.g., funding levelsptal number of
participants), to describe specific project compuisge.g., duration of
program activity, number of participants enrollaceach activity), and to
identify the types of individuals receiving sensdce Descriptive
information may be collected annually or even mémequently to
provide a basic overview of a project and its aq@isshments. Obtaining
descriptive information usually is also part of leaaf the other data
collection activities depicted. NSF has develogedRastLane system as
one vehicle for collecting such statistics. Fast.atiows for basic data
to be collected across all programs in a consistedtsystematic fashion.
Some programs have added program-specific modulegeda at
collecting tailored data elements or their projects

Exhibit 4.—Types of data collection activities

Formative Evaluation

1

Performance
Indicators

Project Descriptors
and Statistics

—» Basic
Research

l

Summative Evaluation

Formative and summative evaluations are intendeghtioer information
to answer a limited number of questions. Evaluatimclude descriptive
information, but go well beyond that. Generally,rmiative and
summative evaluations include in-depth data cobectctivities, are
intended to support decision making, and rangegt, depending on the
guestions asked and project complexity.

Performance indicators fall somewhere between @énerogram
statistics and formative/summative evaluations.effgrmance indicator
system is a collection of statistics that can beduto monitor the
ongoing status of a program against a set of tergetd metrics.
Performance indicators play a critical role in t8RA and PART
activities described in the previous chapter. Golmgyond project
description, performance indicators begin to previttormation that can
be measured against a set of goals and objectidisator systems are
typically used to focus policymakers, educatorg] #re public on (1)




key aspects of how an educational program is opegraf2) whether

progress is being made, and (3) where there atdgmns (Blank, 1993).

Because performance indicators focus on tangildeltse they often go

beyond traditional reviews of project expendituaesl activity levels. In

fact, the term “performance” underscores the undeyl purpose of

indicator systems, i.e., to examine accomplishmeht$ie projects in a

program and measure progress toward specific gdadsformance

indicators provide a shapshot of accomplishmentsdlected areas;
however, in contrast to evaluations, the informmatis limited and is

unlikely to provide an explanation of why a projetay have succeeded
or failed.

Research studies include descriptive informatich @novide targeted in-
depth exploration of issues, but differ along ottlienensions. Instead of
being intended for decision making, research effdstpically are
designed to broaden our understanding. They fretyuegexplore
conceptual models and alternative explanations fobserved
relationships.

Using Evaluation Information

Earlier we defined evaluation as “systematic ingegion of the worth or
merit of an object.” Why would someone want to assgorth or merit?
There may be many reasons, but an important oteensake changes or
improvements in the status quo. An evaluation dantnthat sits on a
shelf may provide proof that an activity occurrediss meeting grant or
contract requirements—but if “shelving” is all thagsults from an
evaluation, it hardly seems worth the time andreffo

Patton (2008) argues for an approach to evaluatadled “utilization-
focused evaluation,” the premise of which is “thaaluations should be
judged by their utility and actual use” (p. 20). Heakes a strong
argument that simply generating evaluation findirsgsf relatively little
importance compared to creating a context in wigealuation findings
are actually used for decision making and improv&me

An important question that might be raised, thewfas part of the
overall evaluation task is whether or not the stakders of a particular
project actually used the information in some wan 40 what end.
Regarding utilization, many different stakeholdeesn be considered.
The funder and project director are important, depending on the
project and its dissemination, there may be impattthe grassroots—
impacts among the doers—far sooner than among dnagers.

As you develop your evaluations plans, you may wantconsider
including a component that looks more closely at ke of evaluation
findings, either in the short term or after enodghe has passed that
change could reasonably be expected.
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Summary

The goals of evaluation are twofold: first, to pd® information for
project improvement and second, to determine thethwor merit of
some procedure, project, process, or product. dédlgned evaluations
also provide information that can help explain firdings that are
observed and make a broader contribution to thevledge base in the
field. Increasingly, scientists, mathematiciansgieeers, and educators
are faced with the challenges of evaluating theinovations and
determining whether progress is being made ordg@oeals have, in fact,
been reached. Both common sense and accepted gwofEspractice
would suggest a systematic approach to these aimiuzhallenges. The
role that evaluation may play will vary depending the timing, the
specific questions to be addressed, and the resoarailable. It is best
to think of evaluation not as an event, but asazgss. The goal should
be to provide an ongoing source of information tbah aid decision
making at various steps along the way.
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Chanpter

THE EVALUATION PROCESS—GETTING
STARTED

In the preceding chapter, we outlined the typesvaiuations that should
be considered for projects funded through NSF'sgmms. In this

chapter, we talk further about how to carry ouesaaluation, expanding
on the steps in evaluation design and developn@ntaim is to provide

an orientation to some of the basic language ofuatian, as well as to
share some hints about technical, practical, andigad issues that

should be kept in mind when conducting project eatbns.

Whether they are summative or formative, evaluaticem be thought of
as having six phases:

 Development of a conceptual model of the programd an
identification of key evaluation points

» Development of evaluation questions and definittbrmeasurable
outcomes

» Development of an evaluation design
» Collection of data
* Analysis of data

e Provision of information to interested audiences

Getting started right can have a major impact @ngtogress
and utility of the evaluation. However, all six jgka are
critical to providing a high-quality product. If éninformation
gathered is not perceived as valuable or usefd {thong
guestions were asked), or the information is n@ns® be
credible or convincing (the wrong techniques wesed), or
the report is presented too late or is not undedstiale (the
teachable moment is past), then the evaluation nwil serve
its intended purpose.

Getting started
right can have a
major impact on
the progress an

utility of the
evaluation all
along the way.

In the sections below, we provide an overview @ finst three phases,
which lay the groundwork for the evaluation actast that will be
undertaken. The remaining three phases are distus&hapter 4.

Develop a Conceptual Model of the
Project and Identify Key Evaluation Points

Every proposed evaluation should start with a cptuzé model to which
the design is applied. Conceptual models draw aif bloe research
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literature and what might be called “craft knowletig-experience-
based understanding and hypotheses. This concepagh| can be used
both to make sure that a common understanding atheutproject’s
structure, connections, and expected outcomessexsid to assist in
focusing the evaluation design on the most crificabram elements.

Exhibit 5 presents the shell for a particular kisfdconceptual model, a
“logic model.> The model describes the pieces of the project and
expected connections among them. A typical modslfha categories

of project elements that are connected by direatiaarrows. These
elements are:

Inputs

Activities

Outputs

Short-Term and Long-Term Outcomes

Context

Exhibit 5.—Logic model

Inputs

Short-Term Long-Term
Activities Outputs Outcomes Outcomes

Context

! There are several different ways to show a logiceh The model presented here is one that was

developed by the Kelly Foundation and has beerulsethe author.
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Inputs are the various funding sources and resourcensgrélaat provide
support to the project. NSF funding is an inputkimd contributions
would also be an input.

Activities are the services, materials, and actions thatacterize the
project’'s thrusts. Developing a new preservice seuwould be an
activity as would the provision of professional d®pment.

Outputs are the products of these activities or a couatt describes the
activity. An output would be the number of hours mfofessional
development offered.

Outcomesare the changes that occur as a result of theitaegi they
may be short or longer term. The acquisition of neantent or
pedagogical skills is an outcome.

Context describes the specific features of a project thay affect its
implementation and ultimate generalizability. Sonexamples of
contextual variable would be demographics, statedates, institutional
policies, and economic conditions.

A logic model identifies these program elements ahdws expected
connections among them. Logic models are closeketl to approaches
to evaluation that stress the importance of hasitigeory of change that
underlies a project (Frechtling, 2007). This theagn be based on
empirical research or practical experience. Thegse of the evaluation
is to gather data than can test—affirm or rejectefiloposed theory of
change. Logic models make explicit the theory adnde and thus help
to guide the evaluator in selecting the questiansaddress and the
linkages that need to be explored. They also dmutei to decisions
regarding appropriate methodologies to use. A logiciel is a dynamic
tool; as projects are modified in critical waysttheflect modifications in

the underlying theory, it is important to revisedaunpdate the logic
model.

The visual of the logic model above shows a protiess flows left to

right from inputs to long-term outcomes. This flawd unidirectionality

is misleading for a number of reasons. First, imetlgping a model for
your project, it may be useful to reverse this flaat is, project teams
frequently find it more useful to “work backwardsstarting from the

long-term outcome desired and then determinindcatitconditions or

events that will need to be established beforeettieécomes might be
expected to occur. Second, using logic models &rtiy results in

feedback loops that change the model from oneishanidirectional to

one that is multidirectional. For example, earlydings often result in
changes in activities that must be reexamined &th bmplementation

and outcomes as a project evolves.

Exhibits 6 and 7 show logic models for two NSF pergs: Local
Systemic Change (LSC) and ADVANCE. The LSC progsaumpported
intensive professional development projects thanhined inservice
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Inputs

NSF Funds

Local and State
Funds

Other Professional
Development Grants

Activities

Adoption of High-
Quality Curricula
and Materials

Exhibit 6.—Conceptual model for Local Systemic Chage (LSC) Initiatives

Outputs

Number of Teachers
Using Curriculum

25

—> Models
Formation of Number of Teachery |
Extended Attending Professiona

Standards-Based
Professional
Development

—

Review of
New Policies

Development

Ny

Number of Hours
Offered

Number of Policies
Reviewed

A

Short-Term
Outcomes

Effective Use of
New Materials and
Curricula

Adoption of New
Pedagogies That
Encourage Inquiry
and Problem Solving

Instruction Tailored
to the Needs of
Diverse Populations

Long-Term
Outcomes

Context

N

Enhanced Student
Learning and
Performance

\ 4

Improved Student
Achievement

|

Institutionalization
of Challenging
Instruction

District size, district demographics, previous eigreces within professional development prograrostractual
stipulations




support with the use of high-quality, standardsedasurricula. Local
school districts involved in the program were expdcto engage
teachers in 120 hours of professional developmeppat over the
funding period. The program addressed both mathesnahd science
across the K-12 grade spectrum.

Under inputs, we have listed three streams of fugidi

* NSF funds

* Local and state funds

» Other professional development grants

Contextual factors include:

» District size and demographics

* Previous experiences with professional developmpeygrams

* Contractual stipulations

For “activities,” we have highlighted:

» Adoption of high-quality curricula and materials

» Formation of extended standards-based professitevalopment

* Review of new policies

Some outputs of interest are:

* Number of teachers using curriculum models

* Number of teachers attending professional developme
* Number of hours of professional development offered

* Number of policies reviewed

The short-term outcomes are linked to, and flownfr¢he overall goals
of the LSCs. Thus, we would look for:

« Effective use of new materials and curricula

* Adoption of new pedagogies that encourage inquirgt problem
solving
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* Instruction tailored to the individual needs ofdsats from diverse
populations

Finally, over time, the LSCs should result in:
* Enhanced student learning and performance
» Higher scores on assessments of student achievement

* Institutional change

The ADVANCE IT Logic Model, developed for the evation of the

Institutional Transformation component of the ADVEHE program

(Berkowitz et al. 2009) is somewhat more complaxtter, because of
the expectation for broader based effects, this ehadso includes
“impacts” or systemic changes in a field or endeavo

Under inputs, we have financial and non-finanaslources

» Financial resources include both NSF monies for ADNE-related
activities and other funding from both internal adernal sources
that help to support similar or complementary éffoilo achieve
gender equity in the participating IHEs.

* Non-financial resources include the level and reatir institutional
commitment to the IT project, including supportrrasenior-level
decision makers, existence of a program champiahampions and
provision of ready access to data on faculty, idicig both men and
STEM women faculty.

Contextual factors include:

* History and experience addressing equity issugzogdly gender
equity issues

* Type of institution

» Departments/disciplines/centers and/or institutesti@pating in
ADVANCE

« Institutional culture

» Wider resource and policy environments within whibk IHES are
functioning
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Exhibit 7.

Logic model for ADVANCE IT Program

Inputs Activities Outputs Outcomes
Policy Changes Policy Changes Short-Term Medium/Long-Term Impacts
Review/potentially revise ADVANCE- # of ADVANCE relevant policies Outcomes Outcomes
relevant policies related to: rewewe_d or revised related to:
NSF Funds * recruitment/search/selection * recruitment/search/ | — _ | - —
—* tenure and promotion | selection . Initial implementation of new 1 Institutionalization of new or Increased diversity
* work/life balance (e.g., life transitions, * tenure and promotion ) N or re\_/lsed pqlncnes/pracnces revised policies/practices consisterft and equity in broader|
stop-the-clock, dependent care) * work/life balance (e.g., life transitionf, consistent with ADVANCE with ADVANCE goals systems across all
. stop-the-clock, dependent care) goals STEM-related
research support . 1=V
* research support * recruitment/search/ T disciplines
| selection -
- | * tenure and promotion * Changed expectations for role
Practice Changes Practice Changes « work/life balance (e.g., life IH  and status of STEM women -
Other Funds Support for Indvidual Support for Individual transitions, stop-the-clock, faculty Long-term
. | * Time/workload allocation: (re) « # of new/revised workload/time dependent care) sustainability of
Eﬁ;?r:g”ra i)SSl?nmemsl/:f'ealse fi met g ) allocation practices * research support | gender equity
* Professional development and mentoing |« #/type newirevised professional L practices in
* Intramural initiatives det\yglopmem and mgntoring initiatives Increased equity in STEM faculty participating
funding * Research support (assistance, release] « # of newlrevised research support positions with regard to: departments/
i int | 1 2 * recruitment * tenure et
ime, internal grants) activities . ) ; . | | centers/institutes
Support for I nstitution Support for Institution Establishment of new/ * retention * leadership
* Recruitment, hiring and tenure review « # of newlrevised recruitment. hirin stronger ties among STEM | ° promotion * awards
: f ; : . d 9 faculty and to networking
practices (i.e., 3rd-yr review) and tenure review practices = and mentoring groups
* Promoting awareness of inequities |y, |+ # of institutional awareness/outreac —
* Institutional self assessment/ data programs implemented |
collection & reporting systems * # of newlrefined self-assessment, djta Increased recognition of STEM Scale up of
established/refined collection and reporting systems Increased understanding of women's professional ADVANCE
Institutional issu_es related to gender accomplishments pro_gl_'gms and
Commitment equity | | ° publications | | activities to:
* Access to data on Structural Changes * recruitment | | * grants * Other STEM
facul ; - * retention * awards departments
ty Structural Changes * # of gender-equity targeted training | —»| . workllife balance within the
* Support from * Diversity/equity responsibilities programs for faculty/administrators e awards | institution
senior-level incorporated into existing positions * # of people completing gender-equity / ) — * Other (e.g
leaders/ * Targeted gender equity training for training programs |/ [ * Increased job/career satisfaction branch) campuses
decision makers faculty and leadership * # of diversity positions created/ N - | for STEM women within system
and/or other M Allocation/establishment of diversity [ | modified Equitable access to « Other institutions
program positions and resources institutional resources |
champions * Allocation of facilities and resources = IR I
(space, budget) Social Science Research | Increas_ed visibility qf f_acu_lty as
- ¢ ADVANCE-relatod social recognized experts in institutiongl
| type o -related social New data and knowledge on transformation u
science resear_ch projects cond_ucte_d progress toward achieving
Social Science Research * #ltypes of audiences included in thig— :
gender equity
(about ADVANCE) research * publications i i
+ Primary research on perceptions, |+ # of evaluations conducted . o Documentation of effective
gt : tools utilized ractices for supporting institutionaf—
| institutional barriers (surveys, focus * #of tools developed . ; p " supporting
' : ) e presentations made transformation
groups, case studies) targeted to diffegent|* # of publications developed
audiences: e.g., STEM/ non-STEM
women, male faculty, administrators
* Summative evaluations Context: History of addressing equity issues; type of insiiin; wider (e.g., state) resource/policy environmeepartments involved; institutional

culture (e.g., managerial, collegial).




For “activities,” we have highlighted:

» Policy Changes that involve activities undertakenrgéview, and

potentially revise, STEM faculty policies; formaticof extended
standards-based professional development.

* Practice Changes including changes aimed at ingiidcSTEM
women faculty members and changes in institutitmadl practices.

» Structural Changes that involve activities aimednaking changes
in the organization of the participating IHE thabmote greater
institutional attention and commitment to addregsigender
inequities.

» Social Science Research Activities directed atgasing knowledge
of institutional barriers to and facilitators ofvashcement of STEM
women faculty, as well as exemplary practices f@rooming these
barriers.

Some outputs of interest are:

* Number of relevant policies reviewed and/or revige@ach of the
four specified areas (recruitment/search/selectid@nure and
promotion; work/life balance; and research support)

* Number of new or revised practices related to atpigtallocation or
reallocation of individual faculty members’ worktha

*  Number of new or revised recruitment, hiring, aedure review
practices developed in the participating IHE.

* Number and types of ADVANCE-related social sciemesearch
activities carried out.

* Number of related tools and/or publications devetbp

The short-term outcomes are linked to, and flownfréhe overall goals
of the ADVANCE. Thus, we would look for

* Initial implementation of new or revised policiemda practices
consistent with ADVANCE goals in any or all of thedlevant areas:
recruitment, search and/or selection, tenure/primmptwork-life
balance, and research support.

 STEM faculty establishing stronger ties with oneother through
networking and developing mentoring relationshipsirtdividuals
and groups both at the home institution and in wlder field of
research.
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» Achieving greater institutional recognition and arstanding of
issues related to gender equity in key areas, dlsaseequitable
access to institutional resources.

* New data and knowledge on how to make progressrtbaehieving
gender equity in IHEs.

In the long term, we should expect to see at ppdiing institutions

» Institutionalization of new or revised gender-eguipromoting
policies and practices.

» Changed expectations with respect to the role #atissof STEM
women faculty.

* Increased equity in STEM faculty positions.

* Increased acknowledgment and recognition of STEMmewo
faculty’s professional accomplishments as well a&8 women’s
increased satisfaction with their jobs and acadeaieers.

* Increased visibility of faculty at the IHEs who aezognized experts
in institutional transformation.

» Documentation of effective practices for supportimgtitutional
transformation.

Finally, the logic model shows impacts.

* The “ultimate” global impact, shown at the top dietmodel, is
increased diversity and equity in broader systeanssa all STEM
and STEM-related disciplines

» Other systemic impacts are conceived at two levels.

- The first of these is the long-term sustainabitifyall the gender
equity promoting policies and practices—and sorth#iendant
outcomes—in the participating departments, centeaagd
institutes.

- The other such set of impacts has to do with sgplesf
ADVANCE IT programs and activities to other depastits
within the participating institution, other campsseithin the
system, and other institutions of higher educatiothis way the
examples set by the participating institutions, dinel lessons
learned from them, can be disseminated throughbtibader
system.
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Once this logic model is developed and connectaresestablished, the
next step is to clarify the timing for when the igities and impacts

would be expected to emerge. This area should baem addressed
during the project’'s planning phase, and deterrmgingxpected time
frames should be a revisiting of decisions rathantcreation of a set of
new considerations. However, either because sonmmechswas

overlooked in the initial discussions or some ctiads have changed, it
is important to review the time schedule and make that the project is
willing to be held accountable for the target dates

Principal investigators and project directors magoafind the logic
model useful for project management. It providedraamework for
monitoring the flow of work and checking whethequeed activities are
being put in place as expected.

Develop Evaluation Questions and Define Measurableutcomes

The development of evaluation questions buildshencobnceptual model
and consists of several steps:

» Identifying key stakeholders and audiences

 Formulating potential evaluation questions of iestr to the
stakeholders and audiences

» Defining outcomes in measurable terms

* Prioritizing and eliminating questions

While it is obvious that NSF program managers amal directors of
individual projects are key stakeholders in anyjigm it is important in
developing the evaluation design to go beyond thedeviduals and
consider other possible audiences and their needafbrmation. In all
projects, multiple audiences exist. Such audiendeslude the
participants, would-be participants, community mensb NSF scientists,
school administrators, parents, etc. Further, sofrthe audiences may
themselves be composed of diverse groups. For dgamuost

educational interventions address communities mage of
families from different backgrounds with differerntelief
structures. Some are committed to the status ghersomay be
strong advocates for change.

It is important
to identify
stakeholders
early in the
design phase

In developing an evaluation, it is important to nitfy
stakeholders early in the design phase and draw upeir
knowledge as the project is shaped. A strong stdéleh group can b
useful at various points in the project—shapingdbestions addressed,
identifying credible sources of evidence, and neuig findings and

assisting in their interpretation. Getting stakeleo$ involved early on
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may also increase the credibility of the evaluaiod the likelihood that
the information will be used.

Although, in most cases, key stakeholders will shar number of
information needs (in a professional developmenjeggt the impacts on
teaching quality will be of interest to all), theray be audience-specific
guestions that also need to be considered. For @ranvhile exposure
to the new technologies in an NSF lab may providachers with
important new skills, administrators may be conedrmot only with
how the introduction of these skills may impact &xésting curriculum,
but also in the long-term resource and supportigapbns for applying
the new techniques. Depending on the situationtlamgbolitical context
in which a project is being carried out, a judigamix of cross-cutting
and audience-specific issues may need to be indlUgehibit 8 presents
a shell for organizing your approach to identifystgkeholders and their
specific needs or interests.

The process of identifying potential informationeds usually results in
many more questions than can be addressed in la singjuation effort.
This comprehensive look at potential questions, év@ar, makes all of
the possibilities explicit to the planners of theleation and allows them
to make an informed choice among evaluation questiBach potential
guestion should be considered for inclusion onbhss of the following
criteria:

* The contribution of the information to the goals M6F and the
projects’ local stakeholders

« Who would use the information

* Whether the answer to the question would providermation that
is not now available

* Whether the information is important to a major ugrocor several
stakeholders

* Whether the information would be of continuing netst
* How the question can be translated into measutabtes

* How it would be possible to obtain the informatigiven financial
and human resources
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Exhibit 8.—Identifying key stakeholders

List the audiences for your
evaluation

Identify persons/spokesperson
for each audience

Describe the particular values,
interests, expectations, etc.,
that may play a key role as
criteria in the analysis and
interpretation stage of your

evaluation

These latter two points require some additionalangtion. First is the
guestion of measurability. There are some evalnatjoestions that,
while clearly important, are very challenging todegks because of the
difficulty of translating an important general gaatio something that can
be measured in a reliable and valid way. For exampie of the goals of
a summer research experience for teachers migbemberally stated “to
increase the extent to which teachers use stanflas#sl instruction in
their science teaching.” To determine whether drtims goal is met, the
evaluation team would have to define an indicatorimmlicators of
standards-based instruction, establish a goal tarement on the part of
the teachers, and then set interim benchmarks é&soring success. A
variety of possible articulations exist. One coulalk about the
percentage of teachers moving through various dew€lproficiency in
standards-based instruction (once those levels est@blished); or the
outcome could be measured in terms of the percembtime devoted to
different practices; or understanding, rather taetmal practice, could be
examined. Each approach probably has strengthsvaainesses. The
critical task is to determine a shared definitibrvbat is meant and what
will be accepted as credible evidence of projectess.
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Exhibits 9a and 9b illustrate the steps taken angiate a general goal
into a measurable objective. Using the LSAMP exampieviously
discussed, we get the following (see Exhibit 9b).

Purpose of project. As stated in the previous chapter, LSAMP aims to
increase the quality and quantity of students smsfodly completing
STEM baccalaureate degree programs, and increasendmber of
students interested in, academically qualified forgd matriculated into
programs of graduate study.

State a general goal.To increase the quantity of students successfully
completing a STEM baccalaureate degree.

Define an objective. To increase the percentage of students initially
declaring a STEM major that actually graduate &it®TEM major.

Break the objective down further. To increase the percentage of
students from underrepresented minority groups dicare a STEM
major that actually graduate with a STEM major.

Make sure the objective is measurable or restate.ifhis objective is
measurable in terms of declared major and obsegrastliation status.

State the criteria for successOver the five years of the project, the
percentage of declared STEM majors who earn baoestes in the
STEM field will increase by 50 percent.

A particular challenge in developing measurable ecijes is
determining the criteria for success, that is, dieg how much change is
enough to declare the result important or valuallee classical
approach to this question is to look for changest tire statistically
significant, i.e., typically defined as unlikely t@cur by chance in more
than one to five percent of the observations. Wit criterion is
important, statistical significance may not be tmy or even the best
standard to use. If samples are large enough,yasveall change can be
statistically significant. When samples are veryalm achieving
statistical significance may be close to impossible

What are some ways of addressing this problem efirtiportance or
meaningfulness of change? First, for large sampleSect size” is
frequently used as a standard against which toumeadlseimportanceof
an outcome. Using this approach, the amount of gindsa measured
against the standard deviation, and only thosefgignt outcomes that
result in a change of a certain amount are corsideneaningful.
Generally, effect sizes of .25 or more are considlémportant by the
researcher (Bloom, 2005) and th#at Works Clearinghous&econd,
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Exhibit 9a.—Goal and objective writing worksheet

GoaL anp Osiective W ORKSHEET

1. Briefly describe the purpose of the project.

2. State the above in terms of a general goal.

3. State an objective to be evaluated as cleajypasan.

4. Can this objective be broken down further? Biiedkwn to the smallest unit. It must be

clear what specifically you hope to see documeatethanged.

5. Is this objective measurable (can indicatorsstaddards be developed for it)?
If not, restate it.

6. Using the indicator described above, definectiteria for success.

7. Once you have completed the above steps, dotba#S3 and write the next objective.
Continue with steps 4, 5, and 6.
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Exhibit 9b.—Sample goal and objective writing work$eet for an LSAMP goal

GoaL anp Osiective W ORKSHEET

1. Briefly describe the purpose of the project.
LSAMP aims to increase the quality and quantity stidents successfully
completing STEM baccalaureate degree programs,iramdase the number of

students interested in, academically qualified &g matriculated into programs
of graduate study.

2. State the above in terms of a general goal.

Increase the quantity of students successfully ¢eting a STEM baccalaureate
degree.

3. State an objective to be evaluated as cleajypasan.

Increase the percentage of students initially deweaa STEM major that actually
graduate with a STEM major.

4, Can this objective be broken down further? Brigalown to the smallest unit. It must be clear
what specifically you hope to see documented ongéd.

Increase the percentage of students from undesemied minority groups who
declare a STEM major that actually graduate wiBT&M major.

5. Is this objective measurable (can indicatorsstaddards be developed for it)?
If not, restate it.

Measurable in terms of declared major and obsegvaduation status.

6. Using the indicator described above, definectiteria for success.

Over the five years of the project, the percentafedeclared STEM majors who earn
baccalaureates in the STEM field will increasebBypercent.
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it may be possible to use previous history as a @fagletermining the
importance of a statistically significant resulhéerhistory can provide a
realistic baseline against which the difference enbg a project can be
assessed.

Third, with or without establishing statistical sificance, expert
judgment may be called on as a resource. This igslage where
stakeholder groups can again make a contributisingJthis approach,
standards are developed after consultation witlferilifg stakeholder
groups to determine the amount of change each wméd to see to find
the evidence of impact convincing.

There is also the issue of feasibility of carryiogt the measurement,
given available resources. Three kinds of resournesed to be
considered: time, money, and staff capability. pressence or absence of
any of these strongly influences whether or noadiqular question can
be addressed in any given evaluation. Specificaligre are some
guestions that may require specialized expertigseended time, or a
large investment of resources. In some cases, atoehese resources
may not be readily available. For example, it miglatconsidered useful
conceptually to measure the impact of a studeessarch experience in
terms of the scientific merit of a project or pnetsgion that the student

A general
guideline is to

completes before the end of a summer program. Hervewless the
evaluation team includes individuals with experiisghe particular
content area in which the student has worked, or icentify

allocate five 10 | consultants with the expertise, assessing scientiérit may be too

10 percent of

much of a stretch. Under these circumstances,béss to eliminate

project costfor | the question or to substitute a reasonable prokyne can be
the evaluation. | identified. In other cases, the evaluation techaigtichoice may be

too costly. For example, classroom observationsvaheable if the
guestion of interest is “How has the XYZ Math andiefice
Partnership project affected classroom practic&&®” observations are
both time-consuming and expensive. If sufficientds are not available
to carry out observations, it may be necessargdoae the sample size
or use another data collection technique, such asreey. A general
guideline is to allocate five to 10 percent of paij cost for the
evaluation.

Develop an Evaluation Design

The next step is developing an evaluation desigrveldping the design
includes:

» Determining what type of design is required to agrsthe questions
posed

» Selecting a methodological approach and data ¢miemstruments

» Selecting a comparison group
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e Sampling

» Determining timing, sequencing, and frequency ¢adallection

Determining the Type of Design Required to Answerhte Questions
Posed

There are many different types of evaluation desitpat can be used.
The selection among alternatives is not just a enatf evaluator

preference but is strongly affected by the typguastion that the project
is trying to address. Shavelson and Towne (2002)tify three types of
guestions. Although they are posed as researchtigugsthey apply

equally well to evaluation questions. The threeeypf questions are:

* What is happening?
* Isthere a systematic effect?

*  Why or how is it happening?

Depending on which one or ones of these questions gvaluation is to
address, the requirements for design will diffeostantially. For

example, if your question concerns what is happgrime focus of your
evaluation work will be formative and targeted tocamprehensive
description of the activities being implementednuaterials developed.
If, on the other hand, the question of principateiast concerns
systematic effect, greater attention will need ¢éopaid to employing a
design that goes beyond the chronicling of progativities and their
impacts and provides ways of establishing causabation and ruling

out competing hypotheses. (This issue is discuiséaer in the section
Selecting a Comparison Group.) Further, most inga&irs want to not
only confirm an impact but also understand whichtloé potential

features of the project are most influential indieg to that impact. This
guestion is typically addressed through additioyaés of analyses.

Selecting a Methodological Approach

In developing the design, two general methodoldgayaproaches—
guantitative and qualitative—frequently have beeonsidered as
alternatives. Aside from the obvious distinctiontvien numbers
(quantitative) and words (qualitative), the coni@mil wisdom among
evaluators is that quantitative and qualitative hrods have different
strengths, weaknesses, and requirements that ¥éttaevaluators’
decisions about which are best suited for theippses.

In Chapter 5, we review the debate between theagooiists of each of
the methods and make a case for what we call a€unmethods”
design. This is an approach that combines techsidquaditionally
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labeled “quantitative” with those traditionally kled “qualitative” to
develop a full picture of why a project may or mayt be having hoped-
for results and to document outcomes. A numberaofofrs need to be
considered in reaching a decision regarding thénodgtiogies that will
be used. These include the questions being addrebsetime available,
the skills of the existing or potential evaluatasd the type of data that
will be seen as credible by stakeholders and atiiadiences.

Selecting a Comparison Group

In project evaluation, especially summative evatumtthe objective is to
determine whether or not a set of experiencesteniantions results in a
set of expected outcomes. The task is not onljdavghat the outcomes
occurred, but to make the case that the outcomeseattributed to the
intervention and not to some other factors. ThisSisavelson and
Towne’s second type of research question.

In classical evaluation design, this problem ofiadtion is addressed by

randomly assigning the potential pool of particiigaimto treatment and

control or comparison groups. In the ideal worl&F\project evaluators

would adopt this same approach so that competimpthgses can be

ruled out and external validity increased. A detitliscussion of factors

to keep in mind in designing true experiments timatet the highest

guality standards can be found in ¥hat Works Clearinghouse Study
Review Standard2003).

Evaluators face two basic challenges: deciding wihe&nappropriate to
conduct an experimental study and obtaining theptameeded to carry
one out. Experimental studies are difficult to el aequire considerable
resources to carry out well (Rossi, Lipsey, ancefran, 2003). Projects

that are at the proof of concept stage or are bayirto explore

the utility of an approach are probably not thet lmesdidates
for experimental work—in all likelihood these arwHat is
happening” studies and require a focus on desgrititme
intervention. Experimental studies typically are@docted when
there is some evidence of success from preliminamk. Once
such evidence is found, the next step is to testrttervention

In designing an
evaluation it is
important to
address, rather
than ignore, the
attribution

questior

or activity under more rigorously controlled sitoats.

Having determined that an experimental study isr@mjate,
the next challenge is to determine a strategy feating comparable
treatment and comparison groups. There is no pgesf@g to do so, but if
claims of effectiveness are to be made, every tedlso must be made to
create, or come as close as possible to creatingyaluation design that
meets what might be considered the “gold stand&@drhetimes that can
be done by providing attractive incentives for agng to be randomly
assigned to either a treatment or a control gréuyother strategy is to
draw a comparison group from a waiting list (whame cexists) and
compare those who participated with those who aksib-selected to
participate but applied too late. Relatedly, whearé¢ are a sufficient
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number of applicants, those who apply could be oamg assigned to

two groups: one that receives the treatment ihyfiaind one that serves
as a comparison group for a given length of time then is allowed to

participate.

If a true experimental design cannot be constryctepiasi-experimental
design, in which a matched (but not randomly asgijrcomparison

group is included, is a good fallback position.oliher cases, it may be
possible to use historical data as a benchmarlsigaihich to measure
change, such as comparing a school’s previousstese history to test
scores after some experience or intervention hlsntgplace. If the

historical approach is adopted, it is importantrite out other events
occurring over time that might also account for amanges noted. In
dealing with student outcomes, it is also importantnake sure that the
sample of students is sufficiently large to rule differences associated
with different cohorts of students. To avoid whatjimi be called a “crop

effect,” it is useful to compare average outcomesr cseveral cohorts
before the intervention with average outcomes fattiple cohorts after

the intervention.

A third alternative is to look for relationships tiveen levels of

implementation of some program and the outcomealsba(s) of interest
(Horizon and Westat, 2001). To some extent, afsete&rnal comparison
groups is created by drawing on actual implemeortatiata or a
surrogate, such as years in the program or levetradtment. For
example, in a teacher enhancement project wherghdea received
different amounts of professional development, soiygs could be
created (derived from teacher surveys and/or dassrobservation) to
categorize classrooms into high, medium, and lopl@mentation status
(assuming amount of professional development redeis not correlated
with some factor that might confound the interpiietaof results). With

this approach, the outcome of interest would bé&ekifices among the
project subgroups. It is assumed in this desigh ttihere is generally a
linear relationship between program exposure orlé@mpntation and
change along some outcome dimension. The evalu#tios examines
the extent to which differences in exposure or en@ntation relate to
changes in outcomes. Here, too, it is importargxamine the extent to
which the groups are comparable on other variablasmight relate to
the outcome of interest to rule them out as compegixplanations for
differences that might be found.

Finally, checking the actual trajectory of changmiast the conceptual
trajectory, as envisioned in the logic model, offgnvides support for
the likelihood that impacts were, in fact, attrioie to project activities.
Confirmation does not, however, translate into pacausality.

Evaluators should strive to use true experimentenglier appropriate
and possible, but are cautioned not to abandoregirejvaluation if the
requirements of a true experiment cannot be meftlé/the alternative
methods do not provide the strong evidence thabtained through a
true experiment, they do add value and contribmtee knowledge base.
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Sampling

Except in rare cases when a project is very srmallaffects only a few
participants and staff members, it is necessarget with a subset of
sites and/or informants for budgetary and manalger&sons. Sampling
thus becomes an issue in the development of awmah@h design. And
the approach to sampling will frequently be infloed by the type of

data collection method that has been selected.

The preferred sampling methods for quantitativelist are those that
enable evaluators to make generalizations from ghmple to the
universe, e.g., all project participants, all sited parents. Random
sampling is the appropriate method for this purpésmvever, random

sampling is not always possible.

The most common misconception about sampling i ldrge samples
are the best way of obtaining accurate findings.il&Vh is true that

larger samples will reducsampling error (the probability
that if another sample of the same size were drakiferent
results might be obtained), sampling error is thmalkest of
the three components of error that affect the soessl of
sample designs. Two other errorsample bias (primarily
due to loss of sample units) aresponse biagresponses or
observations that do not reflect “true” behavior
characteristics, or attitudes)—are much more likety
jeopardize validity of findings (Sudman, 1976). Whe
planning allocation of resources, evaluators shogide
priority to procedures that will reduce sample biasd
response bias, rather than to the selection oétasgmples.

Let us talk a little more about sample and respdniss.

Sample bias occurs most often because of nonrespons

When planning
allocation of
resources,
evaluators shoul
give priority to
procedures tha
will reduce sampl
bias and respons
bias, rather than to
the selection o
larger sample:

(selected respondents or units are not availabtefase to participate, or
some answers and observations are incomplete).oRgspbias occurs
because questions are misunderstood or poorly fatety or because
respondents deliberately equivocate (for examplegrotect the project
being evaluated). In observations, the observer miginterpret or miss
what is happening. Exhibit 10 describes each tyipeias and suggests

some simple ways of minimizing it.
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Exhibit 10.—Three types of errors and their remedis

Type Cause Remedies
Sampling Error Using a sample, not the entire Larger samples, which reduce but do not eliminate
population to be studied. sampling error.

Sample Bias

Some of those selected to participat®epeated attempts to reach nonrespondents;
did not do so or provided incompleteprompt and careful editing of completed

information. instruments to obtain missing data; comparison |of
characteristics of nhonrespondents with those of
respondents to describe any suspected differences
that may exist.

Response Bias

Responses do not reflect “true” Careful pretesting of instruments to revise
opinions or behaviors because misunderstood, leading, or threatening question
guestions were misunderstood or | No remedy exists for deliberate equivocation in
respondents chose not to tell the | self-administered questionnaires, but it can be
truth. spotted by careful editing. In personal interviews
this bias can be reduced by a skilled interviewer.

w

Statistically valid generalizations are seldom aalgof qualitative
evaluation; rather, the qualitative investigatisrprimarily interested in
locating information-rich cases for study in def®hrposeful sampling is
therefore practiced, and it may take many formstelad of studying a
random sample or a stratified sample of a projepgsticipants, an
evaluation may focus on the lowest achievers adohith the program, or
those who have never participated in a similar yog or participants
from related particular regions. In selecting alaems for observation of
the implementation of an innovative practice, tivaleation may use
deviant-case sampling, choosing one classroom wtherénnovation is
reported as “most successfully” implemented andrerowhere major
problems are reported. Depending on the evaluatioestions to be
answered, many other sampling methods, includingiimam variation
sampling, critical case sampling, or even typiade sampling, may be
appropriate (Patton, 2001). The appropriate sizén@fsample may also
differ when the different methodologies are adopteith precision in
numbers based on statistical considerations plagimguch larger role
for the quantitative approach.

In many evaluations, the design calls for studymappulation at several
points in time, e.g., students in the 9th grade thed again in the 12th
grade. There are two ways to do this. In a longiaidapproach, data are
collected from the same individuals at designateek tintervals; in a
cross-sectional approach, new samples are drawedoh successive
data collection. While longitudinal designs thatquige collecting
information from the same students or teachergwaral points in time
are best in most cases, they are often difficult expensive to carry out
both because students and teachers move and bedikigg
individuals’ responses over time is complicatedrtfiermore, loss of
respondents because of failure to locate or toimhlitaoperation from
some segments of the original sample is often aomayoblem.
Depending on the nature of the evaluation and iteeaf the population
studied, it may be possible to obtain good reswits cross-sectional
designs.
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Timing, Sequencing, and Frequency of Data Collectio

Project
evaluations are
stronger when

data are
collected in at

least two points
in time.

The evaluation questions and the analysis plarebardetermine
when data should be collected and how often varidags
collections should be scheduled. In mixed-methassghs, when
the findings of qualitative data collection affebe structuring of
gquantitative instruments (or vice versa), propegus@cing is
crucial. As a general rule, project evaluations strenger when
data are collected at least two points in timeokeefin innovation
is first introduced and after it has been in operator a sizable
period of time. Studies looking at program sustailityg need at
least one additional point of evidence: data onpttegram after it
has been established and initial funding is coreplet

All project directors find that both during the dgsphase, when plans
are being crafted, and later, when fieldwork getglanway, some

modifications and tradeoffs are necessary. Budgetaltions, problems

in accessing fieldwork sites and administrativeords, and difficulties in

recruiting staff with appropriate skills are amahg recurring problems
that should be anticipated as far ahead as posdibieg the design

phase, but that also may require modifying thegieat a later time.

What tradeoffs are least likely to impair the intggand usefulness of an
evaluation, if the evaluation plan as designed otinbe fully
implemented? A good general rule for dealing witikddpet problems is to
sacrifice the number of cases or the number oftgunssto be explored
(this may mean ignoring the needs of some low-pyigstakeholders),
but to preserve the depth necessary to fully agdrously address the
issues targeted. If you are having problems gaioogperation, you may
need to transfer resources from services to ineemtior participation.
Sometimes a year of planning must be substituted afoyear of
implementation in complex studies.

Once decisions are reached regarding the actuatctssmpf your
evaluation design, it is useful to summarize thdseisions in a design
matrix. Exhibits 11a and 11b present the shell gach matrix using
projects from the Minority Research Fellowship Pesg (MRFP) as an
illustrative example. This matrix is also very uddgater on when it is
time to write a final report (see Chapter 4).
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Exhibit 11a.—Matrix showing crosswalk of study fociand data collection activities

Data collection activities

Study focus

Document
review

Mail
survey

Telephone
interviews

Bibliometric
measures

National data
analysis

What did MRFP awardees do during thei
award period? In an extension if granted

=

v

v

v

Specifically, and as appropriate for
postdoctoral scholars, to what extent hay
the individual research projects of the
postdoctoral Fellows achieved their
narrower and immediate scientific goals?
To what extent is this reflected in the

formal scientific record as publications and

presentations?

How if at all did MRFP awardees use the
experience to shape their career directio
and development?

ir

How do employment and activity pattern
among MRFP awardees compare with
patterns in national data on Ph.D.
recipients who have been postdoctoral
researchers? How does the NSF propos
and award history of MRFP awardees
compare with that of other faculty
members who received Ph.D.s in the fiel
and time period covered by the MRFP
awardees?

=2

ds

Exhibit 11b.—Crosswalk of study sample and data cldctions activities

Data collection activities

Study sample Document Malil Telephone | Bibliometric | National data
review survey interviews measures analysis
All MRFP awardees (n=157) v v v v
Sample of MRFP awardees (n=30) v
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Chanter

THE EVALUATION PROCESS:

CARRYING OUT THE STUDY AND REPORTING

In this section we discuss the steps to be undamtaliter a design has

been developed:

» Conducting the data collection

* Analyzing the data

* Reporting the findings

» Disseminating the information

Conducting the Data Collection

Once the appropriate information-gathering techesguhave been
determined, the information must be gathered. Btathnical and
political issues need to be addressed.

» Obtain necessary clearances and permission.

» Consider the needs and sensitivities of the resgasd

» Make sure your data collectors are adequately eédaiand will
operate in an objective, unbiased manner.

* Obtain data from as many members of your sampp®ssible.

» Cause as little disruption as possible to the amgeifort.

First, before data are collected, the necessagraiees and
permission must be obtained. Many school systems aaset
of established procedures for gaining clearanamliect data

on students, teachers,

or projects.

Issues mayudecl

identification of persons to receive/review a copfy the
report, restricions on when data can be collectadd
procedures to safeguard the privacy of studenteachers.
Parental permission is frequently a requirementcfitdren,
and informed consent may be required for adultsvéssities
have their own set of review requirements, withtitosonal

Review Board approval being required almost unadgrsit

is important to find out what these procedures amd to
address them as early as possible, preferably #s opathe initial

proposal development. When seeking cooperatios always helpful to

Many groups,
especially school
systems, have
set of establishe
procedures for
gaining clearance
to collect data on
students, teacher

or projects.
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offer to provide information to the participants what is learned, either
through personal feedback or a workshop in whicldifigs can be
discussed. If this is too time consuming, a copthefreport or executive
summary may well do. The main idea here is to gl®vhcentives for
people or organizations to take the time to paudi in your evaluation.

Second, the needs of the participants must be aeresl. Being part of

Participants

clearly and

will be used.

an evaluation can be very threatening to parti¢ggpaand they
should be told clearly and honestly why the data leing

should be told collected and how the results will be used. On rsastey-type

studies, assurances are provided that no persepataussions

honestly why the | Il result from information presented to the ewahr and, if at

data are being all possible, individuals and their responses wilt be publicly
collected and associated in any report. This guarantee of andgyirgquently
how the results

makes the difference between a cooperative andtalcigant
respondent.

There may, however, be some cases when identificati the
respondent is deemed necessary, perhaps to emtfieraeedibility of an
assertion. In studies that use qualitative methibdsay be more difficult
to report all findings in ways that make it impdssi to identify a
participant. In qualitative studies, the numberre$pondents is often
quite small, especially if one is looking at respents with
characteristics that are of special interest in ahalysis (for example,
older teachers or teachers who hold graduate d&grébus, even if a
finding does not name the respondent, it may bsiplesfor someone (a
colleague, an administrator) to identify a respanaeho made a critical
or disparaging comment in an interview. In suchesashe evaluation
should include a step wherein consent is obtairefdre including such
information. Consent may also be advisable whesersitive comment
is reported, despite the fact that the report fitgedludes no names.
Common sense is the key here. The American Evaluaissociation
(AEA) has a set of guiding principles for evaluat¢AEA, 2005) that
provide some very important tips in this area unitlerheading “Respect
for People.”

Third, data collectors must be carefully trainedd asupervised,
especially where multiple data collectors are ugéts training should

include providing the data collectors with informoat about the

Periodic checks | culture and rules of the community in which theyll vide
need to be carried interacting (especially if the community differon that of the
out to make sure | data collector) as well as technical informatianislimportant
that well-trained | that data collectors understand the idiom of thaia whom
data collectors do| they will be interacting so that two-way communioat and

not “drift” away understanding can be maximized.

from the

prescribed The data collectors must be trained so that thegeal things in
procedures OVer | the same way, ask the same questions, and usartieepompts.
time.

It is important to establish inter-rater relialyilitvhen ratings or
categorizations of data collectors for the samenevare
compared, an inter-rater reliability of 80 percemt more is
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desired. Periodic checks need to be conducted te reare that well-
trained data collectors do not “drift” away from ethprescribed
procedures over time. Training sessions shouldugelperforming the
actual task (extracting information from a databasenducting an
interview, performing an observation), role-playifiigr interviews), and
comparing observation records of the same evediffgrent observers.

When the project enters a new phase (for examgienva second round
of data collection starts), it is usually advisalite schedule another
training session and to check inter-rater religbiéigain. If funds and
technical resources are available, other technig(fes example,

videotaping of personal interviews or recordingeléphone interviews)
can also be used for training and quality contftérapermission has
been obtained from participants.

Evaluations need to include procedures to guardinsggossible
distortion of data because of well intended bupprapriate “coaching”
of respondents—an error frequently made by ineepegd or overly
enthusiastic staff. Data collectors must be waragdinst providing
value-laden feedback to respondents or engagindisoussions that
might well bias the results. One difficult but inm@pnt task is
understanding one’s own biases and making sure ttiegt do not
interfere with the work at hand. This is a problath too often
encountered when dealing with volunteer data calls¢c such as parents
in a school or teachers in a center, or teachisgstasnts at a university.
They volunteer because they are interested in thggt that is being
evaluated or are advocates for or critics of itfdgiunately, the data they
produce may reflect their own perceptions of thgjgmt, as much as or
more than that of the respondents, unless carafuirg is undertaken to
avoid this “pollution.” Bias or perceived bias ma@pmpromise the
credibility of the findings and the ultimate usevtbich they are put. An
excellent source of information on these issud¢ldssection on accuracy
standards iThe Program Evaluation Standar@¥int Committee on the
Standards for Educational Evaluation, 2010).

Fourth, try to get data from as many members ofr ygample as

possible. The validity of your findings depends poty on

how you select your sample, but also on the extenthich
you are successful in obtaining data from those khaue
selected for study. It is important to follow up thvi
individuals who are nonresponsive to the initiahte@t to try
to get them to participate to avoid bias in youspandent
sample. This can mean sending surveys out tworée thmes
or rescheduling interviews or observations on rmpldti
occasions. Newcomer and Triplett (2004) say th3g

It is important to
follow up with
individuals

who are
nonresponsive t
the initial contact
to try to get them
to participate.

nonresponse is usually a concern. They say thafsjponse
rate of 70 percent or higher is considered to lg lojuality

and recommend some adjustment, such as weightorg, f
response rates between 50 and 70 percent. Wharessible, assessing
whether there is some systematic difference betwlease who respond
and those who do not is always advisable. If diffiees are found, they




should be noted and the impact on the generaligalof findings
recorded.

An important, but often ignored, step is gatheritagga from those who
may have been part of a treatment initially butpgied out along the
way. Following up on these ex-participants providefiller picture of
impacts on the treatment group, as well as an sssed of the impacts
of dropping out.

Finally, the data gathering should cause as Idifeuption as possible.
Among other things, this means being sensitiveheodchedules of the
people or the project. It also may mean changimyagehes as situations
come up. For example, instead of asking a resparndgirovide data on

the characteristics of project participants—a tdkskt may require

considerable time for the respondent to pull théadagether and

develop summary statistics—the data collector megdnto work from

raw data, applications, monthly reports, etc., gaisonally do the

compilation.

Analyzing the Data

Once the data are collected, they must be analgmddnterpreted. The
steps followed in preparing the data for analyaid iaterpretation differ,
depending on the type of data. The interpretatioqualitative data may
in some cases be limited to descriptive narratibes,other qualitative
data may lend themselves to systematic analysesighrthe use of
guantitative approaches such as thematic codingoatent analysis.
Analysis includes several steps:

* Check the raw data and prepare them for analysis.
* Conduct initial analysis based on the evaluati@mpl
» Conduct additional analyses based on the init&llits.

* Integrate and synthesize findings.

The first step in quantitative data analysis isckimey data for responses
that may be out of line or unlikely. Such instanicedude selecting more
than one answer when only one can be selectedysalalzoosing the
third alternative on a multiple-choice test of scie concepts, reporting
allocations of time that add up to more than 100ce®, giving
inconsistent answers, etc. Where such problemggponses are found, it
may be necessary to eliminate the item or itemsftbe data to be
analyzed.
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After this is done, the data are prepared for campanalysis; usually
this involves coding and entering (keying or scaghithe data with
verification and quality control procedures in @ac

The next step is to carry out the data analysisiipé in the evaluation
plan. While new information gained as the evaluagvolves may well
cause some analyses to be added or subtractsda igéod idea to start
with the set of analyses that seemed originallyet@f interest. Statistical
programs are available on easily accessible sodtweat make the data
analysis task considerably easier today than it2gagears ago. Analysts
still need to be careful, however, that the data Heey are using meet
the assumptions of the technique being used. Fonple, in the analysis
of quantitative data, different approaches may Iseduto analyze
continuous data as opposed to categorical datangUah incorrect
technique can result in invalidation of the whoblealaation project.
Increasingly, computerized systems for qualitatarealysis are being
used to manage the large sets of narrative dagselprovide support to
the analyst and a way of managing the large amaoointata that are
typically collected (but do not eliminate the ndedcareful analysis and
decision making on the part of the evaluator).

It is very likely that the initial analyses willis® as many questions as
they answer. The next step, therefore, is condyctinsecond set of
analyses to further address these questions. Hfefample, the first
analysis looked at overall teacher performance,eaorsd
analysis might subdivide the total group into sutsurof
particular interest—e.g., more experienced versess |
experienced teachers; teachers rated very suctbgsftentors
versus teachers rated less successful—and exarhegthev any
significant differences were found between them.esEh
reanalysis cycles can go through several iterat&@nemerging
patterns of data suggest other interesting avetmesplore.
Sometimes the most intriguing results emerge from data;
they are ones that were not anticipated or sougbgpite the
thoroughness of your initial analysis plan. In &mal, it becomes a matter
of balancing the time and money available agahesiniquisitive spirit in
deciding when the analysis task is completed.

Itis very likely
that the initial
analyses will
raise as man
questions a
they answer.

It should be noted that we have not attempted tmigoany detail on the
different statistical techniques that might be uded quantitative
analysis. Indeed, this discussion is the subjectmahy books and
textbooks. Suffice it to say that most evaluatiogly on fairly simple
descriptive statistics—means, frequencies, etc. évew where more
complex analyses and causal modeling are deriweduaors will need
to use analyses of variance, regression analysiratdhical Linear
Modeling, or for structural equation modeling.

The final task is to present the results of theedhanalyses, to integrate
the separate analyses into an overall picture tamttvelop conclusions
regarding what the data show. Sometimes this iategr of findings
becomes very challenging, as the different datacesudo not yield
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completely consistent findings. While it is preteiea to be able to
produce a report that reconciles differences arlags the apparent
contradictions, sometimes the findings must sinig@yallowed to stand
as they are, unresolved and, it is hoped, thougivoiing.

Reporting the Findings

The next stage of the project evaluation is repgnivhat has been found.
This requires pulling together the data collectsiilling the findings in
light of the questions the evaluation was originaésigned to address,
and disseminating the findings.

Formal reports developed by evaluators typicallglude six major
sections:

* Background

» Evaluation study questions
» Evaluation procedures

» Data analyses

* Findings

» Conclusions (and recommendations)

Background

The background section describes (1) the problemeeds addressed,
(2) a literature review, if relevant, (3) the statklers and their
information needs, (4) the participants, (5) thejgut’'s objectives, (6)
the activities and components, (7) location anchiéa longevity of the
project, (8) the resources used to implement tlggegr, and (9) the
project’s expected measurable outcomes.

Notable constraints that existed in what the evadnavas able to do are
also pointed out in this section. For example,adiyrbe important to point
out that conclusions are limited by the fact thai appropriate
comparison group was available or that only thertsteom effects of
program participation could be examined.

Evaluation Study Questions
An evaluation is based on the need for specifiormbtion, and

stakeholders, such as Congress, NSF-funded prograd project
directors, and the participants, have somewhaterdifft information
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needs. There are many questions to be asked ahmojext, and they
cannot be answered at one time. This section ofgpert describes the
guestions that the study addressed. As relevaatsat points out some
important questions that could not be addressedusecof factors such
as time, resources, or inadequacy of available ddlection techniques.

Evaluation Procedures

This section of the report describes the groups plsticipated in the
evaluation study. It describes who these groupseward how the
particular sample of respondents included in thedystvas selected from
the total population available, if sampling was disknportant points
noted are how representative the sample was otafa¢ population,
whether the sample volunteered (self-selected)as ehhosen using some
sampling strategy by the evaluator, and whetharabrany comparison
or control groups were included. If comparison growere included, it
is important to provide data attesting to theiriealence or indicate how
the problem of imperfect equivalence was addressed.

This section also describes the types of data atele and the
instruments used for the data collection activitiEer example, they
could be:

» Data for identified critical indicators, e.g., gesd for specific
subjects, grade point averages (GPAS)

* Ratings obtained in questionnaires and interviewsighed for
project directors, students, faculty, and gradstidents

» Descriptions of classroom activities from obsemvasi of key
instructional components of the project

» Examinations of extant data records, e.g., lettelanning papers,
and budgets

It is helpful at the end of this section to inclualenatrix or table that
summarizes the evaluation questions, the varialiesdata collection
approaches, the respondents, and the data collesctiwedule.

Data Analyses

This section describes the techniques used to zm#he data that were
collected. It describes the various stages of aimlthat were
implemented and the checks that were carried outake sure that the
data were free of as many confounding factors asiple. Frequently,
this section contains a discussion of the techsiqueed to make sure
that the sample of participants that actually pgoéted in the study was,
in fact, representative of the population from whit came. Any
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limitations in the generalizability of findings am®ted. (That is, there is
sometimes an important distinction between the agttaristics of the

sample that was selected for participation in tedweation study and the
characteristics of those who actually participateere retained, returned
guestionnaires, attended focus groups, etc.)

Again, a summary matrix is a very useful illustvattool.

Findings

This section presents the results of the analysssrithed previously.

The findings are usually organized in terms ofdhestions presented in
the section on evaluation study questions. Eaclstiureis addressed,
regardless of whether or not a satisfactory ansaarbe provided. It is
just as important to point out where the data aoenclusive as where
the data provide a positive or negative answentewaluation question.
Visuals such as tables and graphical displays areajpropriate

complement to the narrative discussion. As findiags presented, it is
important to make clear any limitations in the wadiat affect its

validity. For example, if there is unequal attnitiin the treatment and
control groups, it should be noted and the impiicet stated.

At the end of the findings section, it is helpfal have a summary that
presents the major conclusions. Here, “major” iEngel in terms of both

the priority of the question in the evaluation aheé strength of the
finding from the study. However, the summary offfitgs would always

include a statement of what was learned with regardoutcomes,

regardless of whether the data were conclusive.

Conclusions (and Recommendations)

The conclusions section reports the findings wittrerbroad-based and
summative statements. These statements must teldke findings of

the project’s evaluation questions and to the gofike overall program.
Sometimes the conclusions section goes a stepefudhd includes

recommendations either for NSF or for others umdé@nry projects

similar in goals, focus, and scope. Care must lentéo base any
recommendations solely on robust findings thatdaa based, and not
on anecdotal evidence, no matter how appealing.

Other Sections

In addition to these six major sections, formalorépalso include one or
more summary sections. These might be:

» An abstract: a summary of the study and its finglipgesented in
approximately one-half page of text.
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* An executive summary: a summary, which may be ag &s four to
10 pages, that provides an overview of the evaloaiits findings,
and implications. Sometimes the executive summksy serves as a
nontechnical digest of the evaluation report.

How Do You Develop an Evaluation Report?

Although we usually think about report writing dsetlast step in an
evaluation study, a good deal of the work actualiy and does take
place by your evaluators before the project is detegd. The
background section, for example, can be basedlaayethe original
evaluation design document. While there may be seweats that cause
minor differences between the study as planned ted study as
implemented, the large majority of information, Buas research
background, the problem addressed, the stakehopldedsthe project’s
goals, will remain essentially the same. Reporé #re simply written
technical documents are no longer acceptable; ssfidereporting
involves giving careful thought to the creation gmésentation of the
information in ways that will be accessible to lifday audiences, as
well as to professional audiences. Derivative, acmhical summaries, as
well as electronic media, are becoming increasinglyortant means of
sharing information.

For example, many agencies share information bydayllputting it on
the web. Sometimes information is posted on a CDMR®hich allows
large amounts of information—including copies aftmments, data sets,
and other technical analyses—as well as the writigport to be
contained on a small, easy-to-access carrier. diitiad, electronic tools
can be used to make colorful, clear, attentionkggtpresentations about
a study and its findings.

If there is a written evaluation design, the maitein this design can be
used for the section on evaluation study questmmd sample, data
collection, and instrumentation. The data analygstdion is frequently an

updated version of what was initially proposed. ldger, as we noted

earlier, data analysis can take on a life of ity 0as new ideas emerge
when data are explored. The final data analysis Ineafar different than

what was initially envisioned.

The findings and conclusions sections are the magar sections to be
written at the end of an evaluation study. Thesg prasent somewhat
of a challenge because of the need to balance etrapsiveness with
clarity, and rigorous, deductive thinking with iiitve leaps. One of the
errors frequently made in developing a findinggiseds what we might

call the attitude of “I analyzed it, so | am goitg report it.” That is,

evaluators may feel compelled to report analysas dh first appeared
fruitful but ultimately resulted in little informain of interest. In most
cases, it is sufficient to note that these analyssre conducted and that
the results were inconclusive. Presentation ofemldhowing that no
differences occurred or no patterns emerged isgigmot a good idea
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unless there is a strong conceptual or politicatoa for doing so. Even
in the latter case, it is prudent to note the latkndings in the text and
to provide the backup evidence in appendices oresdathnical
supplement.

One tip to follow when writing these last sectiosiso ask colleagues or
stakeholders to review what you have written andviple feedback
before the report reaches its final form. Thesdekesrs can assist in
assessing the clarity and completeness of whatgwe written, as well
as providing another set of eyes to examine yowguraents and,
possibly, challenge your interpretations. It is stimes very hard to get
enough distance from your own analyses after yue feeen immersed
in them.

Finally, the information needs to be provided imanner and style that
is appropriate, appealing, and compelling to thesge being informed.
For example, a detailed numerical table with sia@ibtest results might
not be the best way to provide a school board memtie achievement
data on students. On the other hand, technicaknods want detailed
information about what was done and what was folxiflerent reports
may have to be provided for the different audieneesl it may well be
that a written report is not even the preferredrakitive. Written reports
are frequently accompanied by other methods of caenirating
findings, such as PowerPoint presentations or vasedh documents in
full or shortened form. Still, the formal, techria@port remains the
primary way of communicating evaluation findingegdaa sample outline
for such a document is presented in Exhibit 12.

It should be noted that while discussions of comicating study results
generally stop at the point of presenting a firggdart of findings, there
are important additional steps that should be clemed. Especially when
a new product or practice turns out to be succksafudetermined by a
careful evaluation, dissemination is an importasttrstep. Planning for
dissemination is important and can be as challgngsthe evaluation
itself.

Disseminating the Information

The final stage in project evaluation is dissemamatideally, planning
for dissemination begins in the early stages oktsing a project, with
audiences and their needs for information detertchisienultaneously
with project design. It is useful to make a listiofgthe various audiences
with whom you would like to share findings. Thetifig may be very
similar to those included in your stakeholder grand would include:

* The funding source(s)

* Potential funding sources
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Exhibit 12.—Formal report outline

V1.

Summary sections
A.  Abstract
B. Executive summary

Background
A. Problems or needs addressed
B. Literature review
C. Stakeholders and their information needs
D Participants
E. Project’s objectives
. Activities and components
H Resources used to implement the project
. Project’s expected measurable outcomes
: Constraints
E
B.

F
G. Location and planned longevity of the project
I

valuation study questions
Questions addressed by the study
Questions that could not be addressed by the study
(when relevant)

J
A
Evaluation procedures
A.  Sample

1. Selection procedures

2. Representativeness of the sample

3. Use of comparison or control groups, if applicab
B. Data collection

1. Methods

2. Instruments
C.  Summary matrix

1. Evaluation questions

2. Variables

3. Data gathering approaches

4. Respondents

5. Data collection schedule
Findings

A. Results of the analyses organized by study questior]

Conclusions
A. Broad-based, summative statements
B. Recommendations, when applicable
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» Others involved with similar projects or areasagaarch

«  Community members, especially those who are direictvolved
with the project or might be involved

* Members of the business or political community, etc

In developing a dissemination approach, two areagdnto be
considered: what these various groups need to kaong/the best manner
for communicating information to them. For examgNSF will want
both a formal final report with technical detailmdaan executive
summary with highlights of the findings. This repshould link your
project to NSF's overall goals for the program ahdw how what you
accomplished informs or relates to these goalss Hlso important to
identify contributions to the overall research oowledge base in your
area of investigation. Keep in mind NSF’s stratemitcomes discussed
in Chapter 1, as identified in GPRA, as you devsalopr report.

A report to the community that is directly involyedr might be
involved, would be presented in a less formal agtdited fashion, with a
minimum of technical detail. This report could takany forms, e.g., a
newsletter, a fact sheet, or even a short joutialaticle. In-person
presentations in which interactive discussion casupmay be especially
useful. In developing a report for this group siimportant both to share
the results and to help these stakeholders unddrsthat the results
mean for them and what they might do with the imfation.

Newcomer and Wirtz (2004) provide some good tipsreporting to
officials. They caution against using language flabo technical and
hedging on what the data mean by presenting toy waveats about the
possibly tentative nature of the statistical resltHurther, they advise, “A
distinction between statistical and practical intapce may be too much
to provide to high level decision makers. Insteaaly findings that are
of practical importance should be presented” (1.)46

If your work is successful and you have a prodocshare, such as a
module for instruction, other strategies may bedugg a minimum,
presentations at conferences and meetings wileass awareness of
your work and may cause others to build on or aglopt product. More
formally, it may be useful to seek support to paekgour product for
others to use along with support materials and éamng workshops.

Although the idea of dissemination is most freglyeassociated with
instances where projects have “worked” (with wiag tmeans differing
depending on the context of the project), it isoalmportant to share
results in instances where hypotheses have not siggported or well-
constructed attempts at innovation have not profmitful. Such
knowledge is probably most relevant to your funderd your colleagues
in the research world and can be shared throughfegsional
communications.

50



References

American Evaluation Association. (2010¥suiding Principles for
Evaluators.Guiding Principles brochure.

Joint Committee on the Standards for Educationallition. (2010).

The Program Evaluation Standardand Ed. Thousand Oaks, CA:

Sage Publications.

Newcomer, K., and Triplett, T. (2004). Using Sursein Handbook of
Practical Program Evaluation: Second Editioredited by J.
Wholey, H. Hatry, and K. Newcomer. San Francisch; {bssey-
Bass.

Newcomer, K., and Wirtz, P. (2004). Using Statsstic Evaluation. In
Handbook of Practical Program Evaluation: Seconditigd,
edited by J. Wholey, H. Hatry, and K. Newcomer. $aancisco,
CA: Jossey-Bass.

51



Chanpter

DATA COLLECTION METHODS:
SOME TIPS AND COMPARISONS

In the previous chapter, we identified two broagety of evaluation
methodologies: quantitative and qualitative. Irsthéction, we talk more
about the debate over the relative virtues of tlaggeoaches and discuss
some of the advantages and disadvantages of diffetygpes of
instruments. In such a debate, two types of issares considered:
theoretical and practical.

Theoretical Issues

Most often these center on one of three topics:
* The value of the types of data
* The relative scientific rigor of the data

» Basic, underlying philosophies of evaluation

Value of the Data

Quantitative and qualitative techniques provide radeoff between

breadth and depth, and between generalizabilitytargkting to specific
(sometimes very limited) populations. For exampleguantitative data
collection methodology such as a sample surveyigif Bchool students
who participated in a special enrichment in narfutetogy program can
yield representative and broadly generalizable rinfdion about the
proportion of participants who plan to major ineswe when they get to
college and how this proportion differs by gendiart at best, the survey
can elicit only a few, often superficial reasonstfis gender difference.
On the other hand, separate focus groups (a gixadit@chnique related
to a group interview) conducted with small groupsren and women
students will provide many more clues about gertiéerences in the

choice of science majors, and the extent to whiteh rtanotechnology
program changed or reinforced attitudes. The fagosip technique is,
however, limited in the extent to which findingspap beyond the

specific individuals included in the groups.

Scientific Rigor
Data collected through quantitative methods arenofielieved to yield

more objective and accurate information becausg there collected
using standardized methods, can be replicated, amlike qualitative
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data, can be analyzed using sophisticated stafigtchniques. In line
with these arguments, traditional wisdom has hdidt tqualitative

methods are most suitable for formative evaluatior®reas summative
evaluations require “hard” (quantitative) measuefudge the ultimate
value of the project.

This distinction is too simplistic. Both approacimeay or may not satisfy
the canons of scientific rigor. Quantitative resbars are becoming
increasingly aware that some of their data maybeoaccurate and valid,
because the respondents may not understand thengedguestions to
which they respond, either because people’s radfalbvents is often
faulty, or because critical control variables wema included in the
analyses. On the other hand, qualitative reseachave developed
better techniques for classifying and analyzinggdarbodies of
descriptive data. It is also increasingly recogdizthat all data
collection—quantitative and qualitative—operatesthimi a cultural

context and is affected to some extent by the péiares and beliefs of
investigators and data collectors.

Philosophical Distinction

Researchers and scholars differ in their opiniof®ua the
Researchers and | respective merits of the two approaches, largelgabse of

scholars differ different views about the nature of knowledge aod knowledge
about the ) is best acquired. Clark and Creswell (2008) gualtaresearchers
respective merits | fee| that there is no objective social reality aitiknowledge is
of the two “constructed” by observers who are the product raditions,
approaches, beliefs, and the social and political environmenithin which they
largely because of gperate. Quantitative researchers, who also hasedained naive
different views beliefs about striving for absolute and objectiugtht in research,

about the nature | continue to adhere to the scientific model and wvetbp

of knowledge and| increasingly sophisticated statistical techniquesmeasure social
how knowledge is phenomena.

best acquired.

This distinction affects the nature of researchgies According to
its most orthodox practitioners, qualitative reskadoes not start
with clearly specified research questions or hypsés to be tested,;
instead, questions are formulated after open-erigdd research has
been completed (Lofland and Lofland, 1995) Thisrapph is difficult
for program and project evaluators to adopt, sispecific questions
about the effectiveness of interventions being uatald are expected to
guide the evaluation. Some researchers have seggestt a distinction
be made between Qualitative work and qualitativekw®ualitative
work (large Q) involves participant observation attinographic field
work, whereas qualitative work (small q) refers dpen-ended data
collection methods such as in-depth interviews efdbd in structured
research (Kidder and Fine, 1987). The latter areertikely to meet NSF
evaluation needs.




Practical Issues

On the practical level, four issues can affectdeice of method:
»  Credibility of findings

»  Staff skills

* Costs

« Time constraints

Credibility of Findings

Evaluations are designed for various audiencesluding funding
agencies, policymakers in governmental and prigencies, project
staff and clients, researchers in academic andiesppettings, and
various other stakeholders. Experienced evalu&ioosy that they often
deal with skeptical audiences or stakeholders wbek sto discredit
findings that are too critical or not at all crdloof a project’s outcomes.
For this reason, an evaluation methodology mayelected as unsound
or weak for a specific case.

The major stakeholders for NSF projects are poleens within NSF
and the federal government, state and local officend decision makers
in the educational community where the projecboated. In most cases,
decision makers at the national level favor quatitié information
because these policymakers are accustomed to Hasidipg decisions
on numbers and statistical indicators. On the othand, many
stakeholders in the educational community are oftkeptical about
statistics and “number crunching” and considerribleer data obtained
through qualitative research to be more trustwoehyg informative. A
particular case in point is the use of traditiotest results, a favorite
outcome criterion for policymakers, school boamas] parents, but one
that teachers and school administrators tend tmdrg as a minimalistic
tool for assessing true student learning.

Staff Skills

Qualitative methods, including in-depth interviegjrobservations, and
the use of focus groups, require good staff slalfel considerable
training and monitoring to yield trustworthy datdome quantitative
research methods can be mastered easily with theohesimple training
manuals; this is true of small-scale, self-admeristi questionnaires in
which most questions can be answered by yes/nokuotaaks or
selecting numbers on a simple scale. Large-scaleplex studies,
however, usually require more skilled personneldésign the study,
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develop the instruments, manage data collectiomh .easure the integrity
of the analysis.

Costs

It is difficult to generalize about the relativest® of the two methods;
much depends on the amount of information neededlity standards
followed for the data collection, and the numbercages required for
reliability and validity. A true experiment, withagicipants randomized
into treatment and control groups, will be expeasigspecially if the
participants are followed over time. A small studging a short survey
consisting of a few “easy” questions, would be pensive, but it also
would provide only limited data. Even cheaper wolbid substituting a
focus group session for a subset of 25-50 partitgpaVhile this latter
method might be less costly, the data would be gmilgn useful for
generating new hypotheses to be tested by morepagie quantitative
or qualitative methods. To obtain robust findindglse cost of data
collection is bound to be high regardless of method

Time Constraints

Similarly, data complexity and quality affect thien¢ needed for data
collection and analysis. Although technological dwations have
shortened the time needed to process quantitatitze d good evaluation
requires considerable time to design and implemé&ithen true
experiments are used, additional time must be sigleato
For evaluations that | recruit and screen subjects for the treatment amwtra
Operate und(_ar SEVere groups. Resources must also be set aside to kebgipzmts
time constraints— | on board during the implementation of the studyréduce
for example, where | attrition. Tracking is needed when participants pdrout.
budgetary decisions| However, qualitative methods may be even more time
depend on the consuming because data collection and data analysisap,
findings—choosing | and the process encourages the exploration of maiuation
the best method can| questions. If insufficient time is allowed for ewation, it may
present a serious be necessary to curtail the amount of data to Beated or to
dilemma cut short the analytic process, thereby limiting #alue of the
findings. For evaluations that operate under sevare
constraints—for example, where budgetary decisigsend
on the findings—choosing the best method can pteaen
serious dilemma.

The debate with respect to the merits of qualigatrersus quantitative
methods is still ongoing in the academic commuribtyt, when it comes
to the choice of methods in conducting project exabns, a pragmatic
strategy has been gaining increased support. Resjye@ctitioners have
argued for integrating the two approaches by puttogether packages
of the available imperfect methods and theoriesicvhvill minimize
biases by selecting the least biased and most pipaie method for each
evaluation subtask (Shadish, 1993). Others haessstd the advantages




of linking qualitative and quantitative methods whgerforming studies
and evaluations, showing how the validity and useiss of findings will
benefit from this linkage (Miles and Huberman, 1094

Using the Mixed-Methods Approach

While quantitative data are always needed if a ase be made for the
efficacy of an intervention or approach, we feeltth strong

case can be made for including qualitative elemanthe A strong case can b
great majority of evaluations of NSF projects. jndre the made for including
complexity of the background is to impoverish the| qualitative elements
evaluation. Similarly, when investigating human &abr in the great majority
and attitudes, it is most fruitful to use a variatly data of evaluations of
collection methods. By using different sources arethods NSF projects.

at various points in the evaluation process, thaluafion
team can build on the strength of each type of daltaction
and minimize the weaknesses of any single appra&&dne and
Trochim, 2007). A mixed-methods approach to evauatan increase
both the validity and the reliability of evaluatidata.

The range of possible benefits that carefully deesigmixed-methods
designs can yield has been conceptualized by a emuwfbevaluators.
The validity of results can be strengthened by gisimre than one
method to study the same phenomenon. This approcaled

triangulation—is most often mentioned as the maiwaatage of the
mixed-methods approach. Combining the two methodgs poff in

improved instrumentation for all data collectionpemaches and in
sharpening the evaluator's understanding of finslingy typical design
might start out with a qualitative segment such aagocus group
discussion alerting the evaluator to issues thatilshbe explored in a
survey of program participants, followed by theveyr which in turn is
followed by indepth interviews to clarify some dfet survey findings

(Exhibit 13).
Exhibit 13.—Example of mixed-methods design
Methodology: Qualitative— Quantitative— Qualitative
Data Collection Approach: Exploratory focus Survey Personal
group interview

It should be noted that triangulation, while vegwgrful when sources
agree, can also pose problems for the analyst wdifégrent sources
yield different, even contradictory information. @re is no formula for
resolving such conflicts, and the best advice isawsider disagreements
in the context in which they emerge. Some suggestior resolving
differences are provided by Altshuld and Witkin @2J.
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This sequential approach is only one of severdldlaluators might find

useful. Thus, if an evaluator has identified subgs of program

participants or specific topics for which in-deformation is needed, a
limited qualitative data collection can be initidteshile a more broad-
based survey is in progress.

Mixed methods may also lead evaluators to modifyegpand the
adoption of data collection methods. This can oaghen the use of
mixed methods uncovers inconsistencies and discoggs that should
alert the evaluator to the need for re-examininga daollection and
analysis procedures. The philosophy guiding theyssigons outlined in
this Handbook can be summarized as follows:

The evaluator should attempt to obtain the mosfulis
information to answer the critical questions abtig
project and, in so doing, rely on a mixed-methods
approach whenever possible.

This approach reflects the growing consensus ameatpation experts
that both qualitative and quantitative methods haveplace in the
performance of effective evaluations, be they fdivesor summative.

References

Altshuld, J., and Witkin, B.R. (2000Y.ransferring Needs into Solution
StrategiesNewbury Park, CA: Sage.

Clark, V.L., Plano, and Creswell, J.W. (eds). (200®e Mixed Method
Reader.Thousand Oaks, CA: Sage Publications.

Kane, M., and Trochim, W. (2007t.oncept Mapping for Planning and
Evaluation.Thousand Oaks, CA: Sage Publications.

Kidder, L., and Fine, M. (1987Qualitative and Quantitative Methods:
When Stories Converge. Multiple Methods in ProgEaraluation
New Directions for Program Evaluation, No. 35. $aancisco,
CA: Jossey-Bass.

Lofland, J., and Lofland, L.H. (1995Analyzing Social Settings: A
Guide to Qualitative Observation and AnalysBelmont, CA:
Wadsworth Publishing Company.

Miles, M.B., and Huberman, A.M. (1994Qualitative Data Analysis.
2nd Ed. Newbury Park, CA: Sage.

Shadish, W.R. (1993Program Evaluation: A Pluralistic Enterprise
New Directions for Program Evaluation, No. 60. $aancisco,
CA: Jossey-Bass.

57



REVIEW AND COMPARISON OF SELECTED
TECHNIQUES

Chanpter

In this section, we describe and compare the masinton quantitative
and qualitative methods employed in project evadnat These include
surveys, in-depth interviews, focus groups, obgemsg, and tests. We
also review briefly some other less frequently usegdalitative
techniques. Advantages and disadvantages are sigethaFor those
interested in learning more about data collectioethods, a list of
recommended readings is provided at the end ofgihert. Readers may
also want to consult the Online Evaluation Resouritgary (OERL)
website (http://oerl.sri.com), which provides infation on approaches
used in NSF project evaluations, as well as repariedules on
constructing designs, survey questionnaires, dmer dhstruments.

Surveys

Surveys are a very popular form of data collectiespecially when
gathering information from large groups, where dgadization is
important. Surveys can be constructed in many whys,they always
consist of two components: questions and respoivgage sometimes
evaluators choose to keep responses “open ended!, (@llow
respondents to answer in a free-flowing narrativen), most often the
“close-ended” approach in which respondents arechsk select from a
range of predetermined answers is adopted. Opesdergsponses may
be difficult to code and require more time and veses to handle than
close-ended choices. Responses may take the foarrating on some
scale (e.g., rate a given statement from one to éoua scale from
“agree” to “disagree”), may give categories fromiethto choose (e.g.,
select from potential categories of partner instns with which a
program could be involved), or may require estimaté numbers or
percentages of time in which participants mightagegin an activity
(e.g., the percentage of time spent on teacherHetiruction or
cooperative learning).

Although surveys are popularly referred to as paper-pencil
instruments, this too is changing. Evaluators arereiasingly using
methods that take advantage of the emerging teoiesl. Thus, surveys
may be administered via computer-assisted callirg, e-malil
attachments, and as web-based online data cotexyigtems.

Selecting the best method for collecting surveyguires weighing a

number of factors. These included the complexitywstions, resources
available, the project schedule, the intended awdieetc. For example,
web-based surveys are attractive for a numberasfores. First, because
the data collected can be put directly into a degabthe time and steps
between data collection and analysis can be shadteSecond, it is

possible to build in checks that keep out-of-rarggponses from being
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entered. For some populations, however, accessrputers may still
be more limited. Many projects using surveys thosilzine web-based
and traditional paper-and-pencil approaches.

When to Use Surveys

Surveys are typically selected when informatiotoibe collected from a
large number of people or when answers are needadlearly defined
set of questions. Surveys are good tools for olstgimformation on a
wide range of topics when in-depth probing of rem@s is not
necessary, and they are useful for both formatimd aummative
purposes. Frequently, the same survey is usedhaedpntervals of time
to measure progress along some dimension or chandgmehavior.

Exhibit 14 shows the advantages and disadvantdges\eys.

Exhibit 14.—Advantages and disadvantages of surveys

Advantages:

. Good for gathering descriptive data

. Can cover a wide range of topics

. Are relatively inexpensive to use

. Can be analyzed using a variety of existing soféwar

Disadvantages:

. Self-report may lead to biased reporting

. Data may provide a general picture but lack depth

. May not provide adequate information on context
Interviews

The use of interviews as a data collection methedirts with the
assumption that the participants’ perspectivegraaningful, knowable,
and can be made explicit, and that their perspestaffect the success of
the project. An in-person or telephone intervieather than a paper-and-
pencil survey, is selected when interpersonal @britaimportant and
when opportunities for follow-up of interesting comants are desired.
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Two types of interviews are used in evaluation aed® structured
interviews, in which a carefully worded questiomeais administered,
and in-depth interviews, in which the intervieweed not follow a rigid
form. In the former, the emphasis is on obtainingveers to carefully
phrased questions. Interviewers are trained toatievonly minimally
from the question wording to ensure uniformity ohfterview
administration. In the latter, however, the intewérs seek to encourage
free and open responses, and there may be a trablebfieen
comprehensive coverage of topics and in-depth exiidm of a more
limited set of questions. In-depth interviews alwcourage capturing
respondents’ perceptions in their own words, a dasirable strategy in
qualitative data collection. This technique allaWws evaluator to present
the meaningfulness of the experience from the redgat’s perspective.
In-depth interviews are conducted with individualssmall groups of
individuals.

When to Use Interviews
Interviews can be used at any stage of the evaluatiocess. In-depth
interviews are especially useful in answering goest such as those

suggested by Patton (1990):

* What does the program look and feel like to theigipants? To
other stakeholders?

* What do stakeholders know about the project?

* What thoughts do stakeholders knowledgeable abmutptogram
have concerning program operations, processeyuitndmes?

* What are participants’ and stakeholders’ expeatafto
* What features of the project are most salient égpdrticipants?
* What changes do participants perceive in themsedgea result of

their involvement in the project?

Specific circumstances for which in-depth intervieare particularly
appropriate include situations involving complexjsat matter, detailed
information, high-status respondents, and highhsg®e subject matter.
Exhibit 15 shows the advantages and disadvantdgeteoviews.
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Exhibit 15.—Advantages and disadvantages of intereivs

Advantages:

. Usually yield richest data, details, new insights

. Permit face-to-face contact with respondents

. Provide opportunity to explore topics in depth

. Allow interviewer to experience the affective advas

cognitive aspects of responses

. Allow interviewer to explain or help clarify questis,
increasing the likelihood of useful responses

. Allow interviewer to be flexible in administeringterview to
particular individuals or in particular circumstasc

Disadvantages

. Expensive and time consuming

. Need well-qualified, highly trained interviewers

. Interviewee may distort information through recatior,
selective perceptions, desire to please interviewer

. Flexibility can result in inconsistencies acrogeiviews

. Volume of information very large; may be diffictt

transcribe and reduce data

Social Network Analysis

Like case studies, social network data may be ddrfvom a variety of
methods and sources. However, while the underlymeghods of data
collection are common, the models and methods afakmetwork
analysis (SNA) present researchers with a numbemifue challenges
and opportunities. Specifically, SNA-based methddsus on the
guantification, description, and analysis of thetgras or structure of
dyadic (e.g., pairwise) social ties and interdepectes that occur in
social groups and organizations. Thus, SNA is ofteed to address
program evaluation questions that involve questabut relational ties,
as either an independent or dependent variablebgtin), and their
relationship to the characteristics (e.g., indigdudifferences,
demographics, training, etc.) of individuals andups (termedactorg
within the network (Durland and Fredericks, 2005).

Examples of social networks might include knowledbaring
relationships among teachers, friendship relatmmeng students, joint
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attendance at training sessions, or even pattérstsident flows between
regions or institutions. Common research questiomght include
whether individuals with certain characteristice arore or less likely to
share certain relationships; whether individualoowhare relationships
are more or less likely to have similar charactiess whether people
who share one type of relationships are more arllksly to share other
relationships; whether relationships in the groue sparse or dense,
centralized or decentralized, and cohesive or feaged; and how these
relationships change and develop over time.

When studying social networks, researchers firedne decide how to
define or identify the boundaries of the networlg(ewho the actors in
your network are), how they will collect the datmd what kind of
network data they wish to study. Most models anthods for network
analysis are geared toward the analysissa€iocentric data, where
researchers try to map out the complete pattenelafionships between
all members of a given group. This type of datéhes most difficult to
collect, but provides the greatest amount of infation on a group’s
social structure, and the most flexibility in terofsanalysis. Researchers
may also studyegocentric networks; in egocentric data, instead of
collecting data on the entire network, network data collected only
from a sample of individuals, each of whom providdermation about
their personal network. Egocentric data are mudheedo collect, but
also much more limited in the kinds of researchstjuoas that can be
addressed. However, other types of network datat;ettiese include
two-modenetworks (which involve relationships between tdifierent
types of actors, like which individuals attended game social events)
and cognitive social structures (which involve indual perceptions of
sociocentric networks).

Data may be collected using a variety of diffen@ethods, such as direct
observation, interviews, questionnaires, or ardhileda (such as e-mail
records). Questionnaires tend to be the most widsgd method; these
require the researcher to make choices about hoeli¢a responses

about the social network—for example, whether & fuse recall (where

respondents are simply asked to write down namesjoster-based

methods (where respondents are provided a fulbfistames and asked
to select those with whom they have ties). Reseascshould be aware
that the effects of missing data in network studias be especially
problematic for many types of research questioms] #hat ways to

handle missing data in sociocentric networks ateyabwell developed.

Thus, every effort should be made to minimize migstata; some

researchers try to ensure response rates of 8érgencgreater.

Measures, models, and methods specifically desifpresocial network
data are typically required in order to address Shlated research
guestions. Fortunately, there are a number of poMerols available for
analysis and visualization; many of these are thedow cost, widely
used, and well documented. These include UCINEE, rttost widely
used software for SNA; Pajek, which is able to hendery large
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networks; and the SNA package for the open-souatistics program R,
which is very flexible but has a high learning curv

When to Use Social Network Analysis

Social network analysis is especially appropriatéhemv research
guestions involve quantifying or describing patterof dyadic (e.g.,
pairwise) social ties within a group or population Jinking these ties to
the characteristics and outcomes of individuals gnodips. For example,
SNA might be indispensable for a researcher stgdyire extent to
which a group’s communication network is cohesivefragmented,
whether certain types of individuals are more kk& be central or
peripheral to the communications network, and wéretin individual's
position in the communication structure is related attitudes and
behaviors like job satisfaction and turnover ini@mg. In addition to
testing more formal research questions, it can la¢sased for diagnostic
purposes, such as identifying social groups in loaic that do not
communicate with one another.

Advantages and Disadvantages of SNA

Advantages

* Allows for identifying and quantifying structural afierns in
interpersonal and interorganizational relationships

* Can be used for exploratory and diagnostic purposes

* Many important concepts in SNA (such as centralayg easily
explained and analyzed

* Network visualizations can provide intuitive piasr of complex
social structures
Disadvantages

» Can be difficult to collect network data, espegidthr sociocentric
networks

* Missing data in sociocentric networks can be vepplematic

» Certain kinds of research questions—especially ehosmparing
certain structural features of two networks or iagkat changes in
networks over time—may require advanced statistinalels for
social networks that are not widely available @yet® implement.
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Focus Groups

Focus groups combine elements of both interviewang participant

observation. The focus group session is, indeedinmview—not a

discussion group, problem-solving session, or d@eigiaking group. At

the same time, focus groups capitalize on groupuaycs. The hallmark
of focus groups is the explicit use of the grouferiaction to generate
data and insights that would be unlikely to emeajkerwise. The
technique inherently allows observation of groumatyics, discussion,
and firsthand insights into the respondents’ batrayi attitudes,

language, etc.

Focus groups are a gathering of eight to 12 pewple share some
characteristics relevant to the evaluation. Orifynased as a market
research tool to investigate the appeal of varipueducts, the focus
group technique has been adopted by other fielit$, as education, as a
tool for data gathering on a given topic. Initialfgcus groups took place
in a special facility that included recording amias (audio and/or
visual) and an attached room with a one-way mifosr observation.
There was an official recorder, who may or may nave been in the
room. Participants were paid for attendance andviged with
refreshments. As the focus group technique has bdepted by fields
outside of marketing, some of these features, sashpayment or
refreshments, have sometimes been eliminated.

With the advent of new technologies, the focus grapproach is taking
new forms. In addition to telephone focus groupst tipermit a
geographically dispersed “group” to be conductedu$ groups are also
being conducted using web-based technologies.

When to Use Focus Groups

Focus groups can be useful at both the formativesammative stages
of an evaluation. They provide answers to the siypes of questions as
in-depth interviews, except that they take placeairsocial context.
Specific applications of the focus group methodvaluations include:

» Identifying and defining problems in project implentation

* Pretesting topics or idea

» Identifying project strengths, weaknesses, andmecendations

* Assisting with interpretation of quantitative fimdjs

* Obtaining perceptions of project outcomes and irtgpac

* Generating new ideas
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Although

focus groups and in-depth interviews shameany

characteristics, they should not be used intercbaoly. Factors to
consider when choosing between focus groups amgpth interviews
are displayed in Exhibit 16.

Exhibit 16.—Which to use: Focus groups or in-depthinterviews?

Factors to consider

Use focus groups when... Use interviewsen...

Group interaction

interaction of respondents may group interaction is likely to be limited
stimulate a richer response or new andor nonproductive.
valuable thought.

Group/peer group/peer pressure will be valuable ingroup/peer pressure would inhibit

pressure challenging the thinking of respondentgesponses and cloud the meaning of
and illuminating conflicting opinions.  results.

Sensitivity of subject matter is not so sensitive that subject matter is so sensitive that

subject matter

respondents will temper responses or respondents would be unwilling to talk
withhold information. openly in a group.

Depth of individual
responses

the topic is such that most respondentghe topic is such that a greater depth of

can say all that is relevant or all that response per individual is desirable, as

they know in less than 10 minutes. with complex subject matter and very
knowledgeable respondents.

Data collector
fatigue

it is desirable to have one individual
conduct the data collection; a few
groups will not create fatigue or
boredom for one person.

it is possible to use numerous
individuals on the project; one
interviewer would become fatigued or
bored conducting all interviews.

Extent of issues
to be covered

the volume of issues to cover is not
extensive.

a greater volume of issues must be
covered.

Continuity of
information

a single subject area is being examined is necessary to understand how
in depth and strings of behaviors are attitudes and behaviors link together on
less relevant. an individual basis.

Experimentation
with interview
guide

enough is known to establish a
meaningful topic guide.

it may be necessary to develop the
interview guide by altering it after each
of the initial interviews.

Observation by
stakeholders

it is desirable for stakeholders to hear stakeholders do not need to hear
what participants have to say. firsthand the opinions of participants.

Cost and training

quick turnaround is critical, and funds quick turnaround is not critical, and
are limited. budget will permit higher cost.

Availability of
qualified staff

focus group facilitators need to be ableinterviewers need to be supportive and
to control and manage groups. skilled listeners.
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Observations

Observational techniques are methods by which atividual or
individuals gather firsthand data on the inten@mi processes, or
behaviors being studied. They provide evaluatoth an opportunity to
collect data on a wide range of behaviors, to eaptugreat variety of
interactions, and to openly explore the evaluatiopic. By directly
observing operations and activities, the evaluator develop a holistic
perspective, i.e., an understanding of the comékin which the project
operates. This may be especially important whei® bt the event that
is of interest, but rather how that event mayrfibj or be affected by, a
sequence of events. Observational approaches la@sothe evaluator to
learn about issues the participants or staff mayrizavare of or that they
are unwilling or unable to discuss candidly in ateiview or focus

group.

When to Use Observations

Observations can be useful during both the forreatimd summative
phases of evaluation. For example, during the ftiumaphase,
observations can be useful in determining whetmanad the project is
being delivered and operated as planned. Duringstimemative phase,
observations can be used to determine whether otheoproject has
been successful. For example, the technique woelldsipecially useful
in directly examining teaching methods employedhsy faculty in their
own classes after program participation. Exhibish@ws the advantages
and disadvantages of observations.
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Exhibit 17.—Advantages and disadvantages of obsertrans

Advantages:

* Provide direct information about behavior of indiwals and
groups

* Permit evaluator to enter into and understand sitai@ontext

» Provide good opportunities for identifying unarnpiaied
outcomes

» Exist in natural, unstructured, and flexible sejtin

Disadvantages:

* Expensive and time consuming

* Need well-qualified, highly trained observers; nmegd to be
content experts

* May affect behavior of participants
» Selective perception of observer may distort data

* Behavior or set of behaviors observed may be adypic

Tests

Tests provide a way to assess subjects’ knowleddecapacity to apply
this knowledge to new situations. Tests take mamyn$. They may
require respondents to choose among alternativelec{sa correct
answer, select an incorrect answer, select the deswer), to cluster
choices into like groups, to produce short answarsp write extended
responses. A question may address a single outobmeerest or lead to
guestions involving a number of outcome areas.




Tests provide information that is measured againstriety of standards.
The most popular test has traditionally been nafarenced assessment.
Norm-referenced tests provide information on how thrget performs
against a reference group or normative populatioand of itself, such
scores say nothing about how adequate the tangetfermance may be,
only how that performance compares with the refegegroup. Other
assessments are constructed to determine whethest dhe target has
attained mastery of a skill or knowledge area. €h#ssts, called
criterion-referenced assessments, provide data bether important
skills have been reached but say far less abouibged’s standing
relative to his/her peers. A variant on the critefieferenced approach is
proficiency testing. Like the criterion-referendedt, the proficiency test
provides an assessment against a level of skdinatient, but it also
includes standards for performance at varying kewa proficiency,
typically a three- or four-point scale ranging frobelow basic to
advanced performance. Today, most state testingrgams use some
kind of proficiency scores to described outcomes.

Criticisms of traditional, short-answer tests foausthe fragmented and
superficial nature of these tests and the conséguegative influence
they have on instruction, especially where thestese used for high-
stakes decision making. Critics call instead faeasments that are more
authentic in nature, involving higher order thirdkirskills and the
coordination of a broad range of knowledge. Progoadternatives
require students to engage in solving more comptaeblems and may
involve activities such as oral interviews, grouplpem-solving tasks,
portfolios, or personal documentation. These &ditvas have not
proven to be feasible in large-scale assessmegtragns, but may be
very useful in smaller scale research efforts.

When to Use Tests

Tests are used when one wants to gather informatiothe status of
knowledge or the change in status of knowledge twes. They may be
used purely descriptively or to determine whetlhertest taker qualifies
in terms of some standard of performance. Changésst performance
are frequently used to determine whether a préjastbeen successful in
transmitting information in specific areas or imhcing the thinking
skills of participants. Exhibit 18 shows the adweaygs and disadvantages
of tests.

In choosing a test, it is important to assess itene to which the test
measures knowledge, skills, or behaviors that alevant to your

program. Not all tests measure the same thingsgadhey do so in the
same ways. The critical word here is “alignmentiefle are a number of
different ways to assess alignment. Some usefudesigpns are offered
at http://archive.wceruw.org/nise/.
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Exhibit 18.—Advantages and disadvantages of tests
The advantages and disadvantage of tests depayalylan the type

of test being considered and the personal opinfaheo stakeholder
However, the following claims are made by proposent

Advantages:

* Provide objective information on what the test takeows and
can do

» Can be constructed to match a given curriculunebogskills
* Can be scored in a straightforward manner

* Are accepted by the public as a credible indicatdearning

Disadvantages:

» May be oversimplified and superficial
* May be very time consuming
* May be biased against some groups of test takers

» May be subject to corruption via coaching or chrepti

Other Methods

The last section of this chapter outlines less comnbut potentially
useful qualitative methods for project evaluatibhese methods include
document studies, key informants, and case studies.

Document Studies

Existing records often provide insights into a isgttand/or group of
people that cannot be observed or noted in anathgr This information
can be found in document form. Lincoln and Guba88)9defined a
document as “any written or recorded material” po¢pared for the
purposes of the evaluation or at the request ofintgeirer. Documents
can be divided into two major categories: publicores and personal
documents (Guba and Lincoln, 1981).
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Public records are materials created and kephtptrpose of “attesting
to an event or providing an accounting” (LincolndaGuba, 1985).
Public records can be collected from outside (eekror within
(internal) the setting in which the evaluationgking place. Examples of
external records are census and vital statistipert®, county office
records, newspaper archives, and local businessd®that can assist an
evaluator in gathering information about the larg@mmunity and
relevant trends. Such materials can be helpfukiteb understanding the
project participants and making comparisons amongus/
communities.

For the evaluation of educational innovations, rma¢ records include
documents such as student transcripts and recbistsyical accounts,
institutional mission statements, annual reportsdgets, grade and
standardized test reports, minutes of meetinggriat memoranda,
policy manuals, institutional histories, collegalansity catalogs,
faculty and student handbooks, official correspoicde demographic
material, mass media reports and presentations, dasdriptions of
program development and evaluation. They are peatly useful in

describing institutional characteristics, such aackigrounds and
academic performance of students, and in identfyinstitutional

strengths and weaknesses. They can help the ewaluatlerstand the
institution’s resources, values, processes, pigstit and concerns.
Furthermore, they provide a record or history thatot subject to recall
bias.

Personal documents are first-person accounts oftewnd experiences.
These “documents of life” include diaries, portfslj photographs,
artwork, schedules, scrapbooks, poetry, lettetheqgaper, etc. Personal
documents can help the evaluator understand hoyatiipant sees the
world and what she or he wants to communicate tauatience. Unlike
other sources of qualitative data, collecting diitan documents is
relatively invisible to, and requires minimal coog&on from, persons
within the setting being studied (Fetterman, 1988jormation from
documents also can be used to generate intervi@stigns or identify
events to be observed. Furthermore, existing rescoesh be useful for
making comparisons (e.g., comparing project paicis to project
applicants, project proposal to implementation rdspor documentation
of institutional policies and program descriptigar®or to and following
implementation of project interventions and aci@gj.

The usefulness of existing sources varies deperafinghether they are
accessible and accurate. When using such instrgmieéng advisable to
do a quick scan to assess data quality before takileg extensive
analysis. Exhibit 19 shows the advantages and whsadges of
document studies.
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Exhibit 19.—Advantages and disadvantages of documestudies

Advantages:

* Available locally

* Inexpensive

» Grounded in setting and language in which they pccu

» Useful for determining value, interest, positiopslitical climate,
public attitudes

* Provide information on historical trends or sequsnc
» Provide opportunity for study of trends over time

e Unobtrusive

Disadvantages:

* May be incomplete

* May be inaccurate or of questionable authenticity
* Locating suitable documents may pose challenges

* Analysis may be time consuming and access mayffieuti

Key Informant

A key informant is a person (or group of personbpvas unique skills
or professional background related to the issusAention being
evaluated, is knowledgeable about the project @paints, or has access
to other information of interest to the evaluatdkey informant can also
be someone who has a way of communicating thaésepts or captures
the essence of what the participants say and dpirfermants can help
the evaluation team better understand the issue mialuated, as well
as what the project participants say and do. Tlaeyprovide important
contextual information on the current implementatenvironment, as
well as relevant historical background. Key infonsacan be surveyed
or interviewed individually or through focus groups

Many different types of people can play the keyinfant role. At a
university, a key informant could be a dean, a tyafficer, or an
outreach coordinator. In a school system, key mforts range from a
principal, to the head of a student interest grampa school board
member. Both the context and the politics of aagitun affect who may
be seen in the key informant role.
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The use of advisory committees is another way tieaging information
from key informants. Advisory groups are calleddtbger for a variety of
purposes:

 To represent the ideas and attitudes of a commuagityup, or
organization

» To promote legitimacy for the project

* To advise and recommend

* To carry out a specific task

Members of such a group may be specifically setece invited to
participate because of their unique skills or pssienal background;
they may volunteer; they may be nominated or etecte they may

come together through a combination of these peasesExhibit 20
shows the advantages and disadvantages of keyriafuas.

Exhibit 20.—Advantages and disadvantages of using
key informants

Advantages:

* Information concerning causes, reasons, and/or dgstoaches
is gathered from an “insider” point of view

» Advice/feedback increases credibility of study fifpeto pivotal
groups

» May have side benefit to solidify relationships amg@valuators,
clients, participants, and other stakeholders

Disadvantages:

» Time required to select and get commitment mayubstantial

* Relationship between evaluator and informants nmdluence
type of data obtained

* Informants may interject own biases and impressions

» Disagreements among individuals may be hard tdweso




Case Studies

Classical case studies depend on ethnographic antidipant observer
methods. They are largely descriptive examinatiossially of a small
number of sites (small towns, projects, individuashools) where the
evaluator is immersed in the life of the site ostitution, combs
available documents, holds formal and informal @weations with
informants, observes ongoing activities, and dgy&bkn analysis of both
individual and cross-case findings.

Case studies can provide very engaging, rich eafitors of a project or
application as it develops in a real-world settiRgpject evaluators must
be aware, however, that doing even relatively mpdisstrative case

studies is a complex task that cannot be accongulisthrough

occasional, brief site visits. Demands with regaded design, data
collection, and reporting can be substantial (Y2002). Exhibit 21

shows the advantages and disadvantages of casesstud

Exhibit 21.—Advantages and disadvantages of usingse studies
Advantages:

* Provide a rich picture of what is happening, anndbeough the
eyes of many individuals

* Allow a thorough exploration of interactions betweeeatment
and contextual factors

 Can help explain changes or facilitating factorst timight
otherwise not emerge from the data

Disadvantages:

* Require a sophisticated and well-trained data ctilie and
reporting team

* Can be costly in terms of the demands on time asdurces

* Individual cases may be overinterpreted or overgeized

Summary

There are many different types of data collectiogthads that can be
used in any evaluation. Each has its advantageslisadvantages and
must be chosen in light of the particular questiomseframe, and
resources that characterize the evaluation taskleVgbme evaluators
have strong preferences for quantitative or qualgatechniques, today

73



the prevailing wisdom is that no one approach igags best, and a
carefully selected mixture likely provides the moseful information.
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Chanpter

A GUIDE TO CONDUCTING CULTURALLY
RESPONSIVE EVALUATIONS

Henry T. Frierson, Stafford Hood, Gerunda B. Huglaesl
Veronica G. Thomas

Since the last edition of this Handboakd the initial chapter by
Frierson, Hood, and Hughes (2002) that addressed itBue of
conducting cultural responsive evaluation, thers baen .
considerably more emphasis on culture, contextaptm, Evaluation |s_bas_e
and inclusiveness in project evaluation (e.g., Bet@, Shih, on an examinatio
and Huffman, 2009; Guzman, 2003; Hood, Hopson, an oﬂmpapts through
Frierson, 2005; Mertens, 2003; Thomas and Ste\20&4: lenses in which th
Thompson-Robinson, Hopson, and SenGupta, 2004; ahdl cul'.[u.re of the
Frierson, 2004; Hood, 2009; Hopson, 2009). Certrahuch partlglpants IS
of this discourse is the position that project @ptaoalization, . considered an
design, implementation, and evaluation take plaihimva important factor.
variety of historical, social, cultural, politicahnd economic
contexts and that evaluation must take these myatexts
into consideration. Understanding the influencecolture, particularly
when evaluating projects serving diverse populatiois critical for
strengthening the validity and utility of evaluatidindings and for
improving evaluation practice in accordance withe tAmerican
Evaluation Association’s (AEAJuiding Principles for Evaluatorand
the Joint Committee on Standards for Educationalu&tion’sProgram
Evaluation StandardsAs such, there is growing recognition that cwltur
issues cannot be simply viewed as “error noiset’rather as part of
what will inform the whole story of an evaluatighereby filling in those
“missing bricks” (Jolly, 2002) of foundational kntsdge. With
increased attention to the cultural context of eatbn, there are
encouraging signs that evaluation practice is b&wgmore responsive
to working in culturally diverse settings.

This chapter discusses the importance of employangculturally
responsive approach when evaluating projects sppapulations within
cultural contexts unfamiliar to the project evatuabr projects involving
individuals with cultural backgrounds different théhat of the project
evaluator. It examines cultural responsivenessaah eof the critical
phases of the evaluation process, showing howesiegt commensurate
with this approach can be applied to enhance thebguality and utility
of project evaluations. This updated version presidgnore illustrative
examples of culturally responsive strategies useproject evaluations
where cultural diversity is acknowledged and taketo account.
Additionally, a new section on ethical considemasioand cultural
responsiveness has been added at the end of thieicha

Culture is a cumulative body of learned and shdrekavior, values,
customs, and beliefs common to a particular graugooiety. In essence,
culture is a predominant force shaping who we &redoing project
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evaluation, it is important to consider the cultuwrantext in which the
project operates and be responsive to it. How acarewaluation be
culturally responsive? An evaluation is culturatBsponsive if it fully
takes into account the culture of the program thdteing evaluated. In
other words, the evaluation is based on an examimaif impacts
through lenses in which the culture of the partais is considered an
important factor, thus rejecting the notion thatemsments must be
objective and culture-free if they are to be unbiasMoreover, a
culturally responsive evaluation attempts to fullgscribe and explain
the context of the program or project being evadat

Culturally responsive evaluators honor the cultwaitext in which an

evaluation takes place by bringing needed, shafedkperiences and
understandings to the evaluation tasks at handhaadng diverse voices
and perspectives. This approach requires that awaki critically

examine culturally relevant but often neglectedialdes in program
design and evaluation. In order to accomplish task, the evaluator
must have a keen awareness of the context in whe&lproject is taking
place and an understanding of how this context tnigfiluence the

behavior of individuals in the project. Here, contdenotes a broader
concept that entails the combination of factorscl(iding culture)

accompanying the implementation and evaluation mfogect that might

influence its results (Thomas, 2004). Exampleshefé factors include
geographic location, timing, political and socidinate, economic
conditions, and other things going on at the same &s the project. In
other words, context is the totality of the envir@nt in which the

project takes place.

Why should a project director be concerned withahéural context of a
project undergoing evaluation? Simply put, as Awgmri society
becomes increasingly diverse racially, ethnicadlyd linguistically, it is

Cultural

important that project designers, implementers, evauators
understand the cultural contexts in which thesgepts operate.

responsivenessis | To ignore the reality of the influence of culturedato be
gaining recognition | unresponsive to the needs of the target populapiats the
as a critical feature | program in danger of being ineffective and the ea&bn in
of the evaluation danger of being seriously flawed. Evaluation shcaagdve the
process.

public good by presenting valid information abotdgrams that
have been properly evaluated.

Being sensitive and responsive to the culture efghrticipants and the
cultural environment in which the programs existsoldd be an
important component of project evaluation. Fortehat cultural

responsiveness as it relates to evaluation is mginécognition as a
critical feature of the evaluation process, patéidy for programs in
which the participants’ culture is acknowledgechttve a major impact
on project outcomes.

The benefits related to cultural responsivenessewaluations are
discussed in the literature. For example, LaFrg20604) maintains that
learning about and understanding tribal culture mwheonducting
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evaluations in Indian communities result in evahra that are There are no
more responsive to tribal programs and broad enotmh culture-free
accommodate and value different ways of knowing &na not evaluators,
typical in Western evaluation models. Thomas andéPdiat educational tests
(2004/2005) and LaPoint and Jackson (2004) poittitotw co- or societal laws.
constructing family involvement and placing an untic

emphasis on cultural and contextual relevance imguaroan
evaluation of an urban family-school-community parship program
serving predominately African American populatiotssing examples
from projects serving Latino populations, Guzma0@) stressed how
consideration of cultural norms might lead to diéiet and more accurate
interpretation of evaluation findings.

The Need for Culturally Responsive Evaluation

It may seem obvious to some, if not to most, psifesls that cultural
responsiveness should be an integral part of thegrdevelopment and
evaluation process. After all, who could argue agjaiaking into account
the cultural context when designing and conductamy evaluation?
Doesn’t everyone consider the cultural context? @hswers to these
guestions are, respectively, “many” and “no.” Appdly, not everyone
agrees that implementing culturally responsive @at#n is a good idea.
Essentially, there are two frequently stated argumeagainst using
culturally responsive strategies and techniques educational

evaluations. First, there is the claim that evadurest should be culture-
free. Second, some individuals argue that whilexaatuation should take
into account the culture and values of the projectprogram it is

examining, it should not, however, Esponsiveo them.

Let us examine the first argument. Just as surelhare are no culture-
free evaluations, there are no culture-free evatsatducational tests, or
societal laws. Our values are reflected in our aoactivities, whether
they are educational, governmental, or legal. Aalwator's values,
beliefs, and prejudices, in particular, can andrdluence a number of
critical aspects of the evaluation process. Thoarad McKie (2006)
delineated seven ways in which this can occuruliog influencing (a)
what questions an evaluator asks and ultimatelg doeask, (b) what an
evaluator illuminates and ultimately minimizes, (@hat evaluation
approach is used and ultimately not used, (d) bt are collected and
ultimately overlooked, (e) how interpretations arade and whose
interpretations are held in high or low esteemw(fiat conclusions are
drawn and what conclusions are not considered,(gnHow results are
presented and to whom such results are disseminBibedresponsibility
that educational evaluators have is to recognizer thwn personal
cultural preferences and to make a conscious etonninimize any
undue influence they might have on the work.

The second argument, that educational evaluatidrauld not be
respondingo the cultural contexts in which they are undesta is more
troublesome. It is one thing to accept or recogttigzereasonableness of
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the requirement to describe the cultural contexis Iquite another to
adopt evaluation strategies that are consonantthettcultural context(s)
under examination. It is precisely this last padfitview that is being
advocated in this chapter. Since the 1960s, thid ¢ educational
evaluation has come to recognize the role thahdsh of description
plays in a comprehensive evaluation process (8tgke, 1967). In fact,
it is becoming increasingly apparent that a respensvaluation can
greatly benefit the project and its stakeholdetsl, 8 remains all too
rare that educational evaluation is designed tordsponsive to the
cultural context associated with the program orjgmothat is being
evaluated.

Culturally responsive evaluation does not condist distinct set of steps
apart from any high-quality evaluation approachthg it represents a
holistic framework for thinking about and condugtievaluations in a
culturally responsive manner. It is a process éntpithe manner in
which the evaluator plans the evaluation, engabgesetaluand and its
stakeholders, and takes into account the cultural social milieu

surrounding the program and its participants. lddegaluation products
can be greatly enhanced through use of this approac

Culturally responsive evaluation legitimizes cudily specific
knowledge and ways of knowing. For example, the N8pported two
grants to the American Indian Higher Education ©otism (AIHEC,
2009) to develop evaluation processes that accempiiree purposes:
(a) being robust enough to accommodate and vaffereht “ways of
knowing” within indigenous epistemologies, (b) kiing ownership and
a sense of community within groups of Indian edoisat and (c)
contributing efficiently to the development of highality and
sustainable STEM education programs. In doinglss,froject broadens
the national evaluation discourse through the siolu of indigenous
epistemologies that are not typically included ireséérn evaluation
models and currently serves as a model for thegdesnd evaluation of
culturally responsive educational interventiongribal communities. In
developing the culturally responsive indigenousl@ation framework,
the project was guided by six principles: (a) tripaople have always
had ways of assessing merit or worth based ontiwadl values and
cultural expressions, and this knowledge shouldrinfhow evaluation is
done in tribal communities; (b) evaluation showddpect and serve tribal
goals for self-determination and sovereignty; (e)irrdigenous framing
for evaluation should incorporate broadly held wealuwhile also
remaining flexible and responsive to local tradifoand cultural
expressions; (d) evaluation is defined (i.e., itsamng, practice, and
usefulness) in tribal community terms, and the comity takes
ownership of this process and does not merely rebptm the
requirements imposed by outsiders; (e) evaluatoosild use practices
and methods from the field of evaluation that fibal communities’
needs and circumstances; and (f) evaluation is @moreunity for
learning from the tribal communities’ own prograamsl work, as well as
using what is learned to create strong, viableatrdmmmunities. These
AIHEC projects are good illustrative examples ofrkvthat resulted in
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the articulation of tangible strategies for resjpercind being responsive
to cultural norms, beliefs, values, and behavidtgpas across the entire
evaluation process.

Preparing for the Evaluation

At the start of the evaluation process, evaluatoust carefully analyze
the project’s cultural and sociopolitical contest i presently exists to
help establish the parameters of the evaluatioortefin preparation for
the evaluation, collection of background data amdkaluand, including
information on the cultural context of the projectd its participants, is
crucial. This information can be gathered througlhitiple venues such
as informant interviews with directors of organiaas and leaders of the
community, ongoing group discussions with other latgkeholders,
community forum, and feedback sessions with comtgumembers. It
should be noted that in many culturally-based conitias, the real
leaders are not necessarily those individuals ipoegped positions of
power; instead, they may be the role models, in&tion sources, and
problem solvers within the community who do not chany formal
position of authority.

Communication and relational styles can vary tresogisly between and
within different ethnic and culturally-based popidas, and these
differences should be explored during the prepamaphase to better
plan and implement the evaluation. Unintended isiserty to different
and unfamiliar cultural norms can hamper commuivost and
understandings and negatively affect accurate dafigection. For
example, it has been pointed out that the meanintgitence” often
varies across cultural groups, particularly whemekialuator and persons
under study do not share similar positions of powttus, and privilege.
In contexts of unequal power relationships, silemzg/ be used by the
less powerful persons to maintain control, digniand self-respect.
Evaluators should be briefed on the cultural nuarafecommunication
and relational styles of the cultural groups unciemsideration prior to
the start of the evaluation. In other words, plagrfior the evaluation in
culturally diverse settings involves preparing ta@mplish the technical
aspects of completing an evaluation as well as exted emphasis on
building relationships, establishing trust, anchgag an understanding of
cultural styles and norms that might influence lledavior of people in
programs.

Before the evaluation begins, there should be cmuseon the purpose
and goals of the evaluation between the evaluatdrthe project staff.

Culturally responsive evaluators go beyond simpiteraling to the

funder's agenda in evaluation to also hearing afusing, to the extent
feasible, the perspectives of the target commuimtgetermining the

evaluation’s purpose. The evaluators can substigntismhance their

success in this effort through engaging key stakigs, gaining their

trust and cooperation, and facilitating their ovatngp of the evaluation.
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Preparing for the actual evaluation and assemblarg

Multi-ethnic
evaluation teams
increase the
chances of really
hearing the voices
of underrepresented
students.

evaluation team is, of course, a critical stagéha evaluation
process. At the outset, the sociocultural contaxtvhich the
programs or projects are based must be taken irtouat.
Situations where programs involve ethnically dieers
participants and stakeholders call for the “creatod multi-
ethnic evaluation teams to increase the chancesealy
hearing the voices of underrepresented studentsSvé¢ss,
2000). Stevens reminds us that evaluators may,oéed do,
listen to what stakeholders say when they collect datsiten
from students, teachers, parents, and other patits or
stakeholders. But the crucial question she askslastheyhear what
those individuals are saying? Stevens implies that evaluator or
evaluation team must have the “shared lived” expeg to truly hear
what is being said. There are instances in evalugiractice supporting
this argument. For example, a group of African Acer evaluators
working in predominately African American urban eoh settings
maintained that because of the shared racial dmicetbackground they
had with project staff and participants, the eveluaeam was keenly
aware of and sensitive to many of the contextua emltural issues
relevant to the lives of the children and family mier being served
(Thomas, 2004). They brought a different set ofegdgmces to the urban
school context than non-African American evaluatovghich the
evaluators argued increased their ability to engsig&eholders and
better understand the verbal and nonverbal belsaibthe individuals
being served.

In reality, it may not be practical to select mensbef the evaluation
team who have the shared lived experiences of waniacial or ethnic
groups represented among participants in the grojeder study given
the relatively small proportion of evaluators ofardn the field. Thus, it
is essential that members of the evaluation taaquire a fundamental
understanding of the cultural norms and experieéede individuals
under consideration. The team can engage indi\gdiaahiliar with the
group being studied as informants, interpreterd, @itical friends to the
evaluation. These individuals can act as cultusédes to the community
through translating cultural cues and advisingat@&uation team on the
cultural appropriateness of their evaluation apgino&liring and training
individuals from the community to serve on the eatibn team in
various capacities is another strategy for enhanttia evaluation team’s
sensitivity and awareness to the cultural realibiethe community under
study. Further, evaluators who are not familiarhwthe cultural groups
being studied should engage in an ongoing prodesslfereflection and
reflective adaptation. Self-reflection provides ogpnities for
evaluators to become acutely aware of their owntucall values,
assumptions, prejudices, and stereotypes and hesge tifactors may
affect their evaluation practice within the partatusetting. Reflective
adaptation is the ability to acknowledge one’s désadisten to other
world views, and integrate these varying views amerests as they
relate to evaluation design and implementation ¢Beta, Shih, and
Huffman, 2009). At the very least, the evaluatoremaluation team
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should be fully aware of and responsive to the igpents’ and
stakeholders’ cultures, particularly as they relateand influence the
program.

Given the important role of the evaluation teanmecghould be taken in
selecting its members. Those members, wheneveibpmsshould be

individuals who understand or at least are cleadynmitted to being
responsive to the cultural context in which thejgrbis based. Project
directors should not, however, assume that rathali® congruence
among the evaluation team, participants, and stdélels equates to
cultural congruence or competence that is essefdialcarrying out

culturally responsive evaluations (Thomas, 2004).

Engaging Stakeholders

Stakeholder involvement has long been an expentatigood

evaluation practice. Stakeholder involvement andtimnship | Stakeholders play
building are particularly critical when conductiagaluations of critical role in all

projects serving diverse and, oftentimes, margiedli
populations. When individuals in minority commuetgi feel
marginalized or powerless, issues of power relatistatus, and
social class differentials between evaluators dmel target
population can impede the stakeholder engagemetegs.
These issues must be worked through very carefliflyculturally
responsive evaluation, which is inherently paratgsy in nature,
stakeholders must be engaged and encouraged tombéeewtive
participants in the construction of knowledge abtheir lives and
communities.

When designing an evaluation that seeks to be rallguresponsive,
considerable attention must be given to the ideatibn of the
stakeholders. Often, identified stakeholders ineltlibse who are most
vocal, most visible, and easiest to work with tlgloout the evaluation
process, but ignoring other relevant stakeholdeghimesult in failing to
capture critical contextual aspects of the projectler study, which
potentially can lead to inaccurate judgments andclusions. Issues
related to the identification and prioritization mlevant stakeholders
and gaining access to and getting the cooperationh® multiple
stakeholder groups are evaluation challenges that be more
meaningfully addressed through engaging and calding with
members of the community.

Stakeholders play a critical role in all evaluatipespecially culturally
responsive ones, since they can provide soundaddm the beginning
(framing questions) to the end (disseminating thaluation results) of
the evaluation process. It is important to devedoptakeholder group
representative of the populations the project senensuring that
individuals from all sectors have the chance fquin Indeed, those in
the least powerful positions can be the most adfibly the results of an
educational evaluation. Providing key stakeholdespgecially those who

evaluations,
especially culturally
responsive one
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traditionally have had less powerful roles, withpogunities to have a
voice can minimize problems related to unequalrithistion of power
and status differentials that can be problematevimluations of projects’
minority populations. For example, in evaluatiofsitan school reform
initiatives serving African American populations demtaken by the
Howard University Center for Research on the Edanadf Students
Placed at Risk (CRESPAR), stakeholders (e.g., stadearents, school
staff) were given multiple opportunities to ask sfiens, critique
evaluative efforts, and provide input in myriad wa§f homas, 2004).
Evaluators entered the context gently, respectfuiyyd with a
willingness to listen and learn in order to obtsiakeholder buy-in and
to plan and implement a better evaluation. Durlmg meetings with key
stakeholders, CRESPAR evaluators asked questioistgendd to
stakeholders’ concerns, discussed issues, anddestoesponses. These
activities created a climate of trust and respeainfthe stakeholders
once they realized that their input was genuineited, valued, and, to
the extent possible, incorporated into the evabdmatiactivities.
Stakeholders were engaged by allowing them inpubd iframing
evaluation questions, developing instruments, cbilg data,
interpreting findings, and using and disseminatirgfindings.

Engage stakeholders in the evaluation process\bijnig them to serve
on project advisory boards or steering committ@égse committees or
boards can provide input into decisions about etano planning,

design, implementation, and dissemination. In paldr, they can
collaborate with the evaluation team in framing leation questions,
reviewing and providing feedback on instrumentgerpreting findings,

and developing recommendations. These groups cam adsist with
communication between the evaluation team and kelviduals or

groups of the project under study.

Failure to identify and engage stakeholders fromn cbmmunity being
studied can be problematic at various levels. Kan®le, in evaluations
of projects in tribal communities, not includingbd members in the
planning, implementation, and dissemination of ¢ékaluation results is
viewed as a serious affront to those involved aduation participants,
and it is thought to have the potential of invaiidg the evaluation
results.

In individual projects such as the Louis Stokesiahite for Minority
Participation and the Alliance for Graduate Edumratifor the
Professoriate (LSAMP), if participants’ and stakeleos’ perceptions
and views are not taken into account from a cultpespective, the
evaluation may be flawed, particularly if qualiteti methods are
employed. Moreover, even if quantitative methode #re primary
methodological format, the various “voices” sholld heard in the
interpretation and presentation of the results.
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Identifying the Purpose(s) and Intent of the Evaluéion

Another important step is to ensure that theredkear understanding of
the evaluation’s purpose and intent. Generally ldpgaas stated earlier,
comprehensive project evaluation is designed towenstwo basic
guestions: (a) Is the project being conducted asr@d and is progress
being made toward meeting its goals? (b) Ultimatkyw successful is
the project in reaching its goals? To answer tlipmstions, three basic
types of evaluations are conducted: process, pssgr@nd summative.
The first two types of evaluations are called fatiiea evaluations
because they assess and describe project operatiarder to inform
project staff (and stakeholders) about the statlisthe project.
Summative evaluations, on the other hand, reveaithen and to what
extent the project achieved its goals and objestive

Process evaluations examine connections among cpr Culturally
activities. Culturally responsive process evalugi@xamine| responsive progres
those connections through culturally sensitive dsnsFor evaluations
example, the extent to which the project’s phildsopompares examine
and interacts with the cultural values of the tangepulation connections
and the extent to which effective cultural compegetraining is through culturally
available for staff are two project activities thaemight be sensitive lense
subjected to a process evaluation for evidence wfural

responsiveness. Careful documentation of the imgieation
of project activities is critical to making sensé the subsequent
summative evaluation results. Having an evaluator aoteam of
evaluators that is culturally sensitive to the pobjenvironment will
ensure that cultural nuances—large and small—well daptured and
used for interpreting progress and summative etialhg

Progress evaluations seek to determine whetherpéngcipants are

progressing toward achieving the stated goals dectives. Culturally

responsive progress evaluations help determine hehethe original

goals and objectives are appropriate for the tgugptilation. In seeking
to ascertain whether the participants are movingatd the expected
outcomes, a culturally responsive progress evaoatan reveal the
likelihood that the goals will be met, exceedednatr exceeded given the
project timeline and the results of the processuaii@n.

Summative evaluations provide information aboufgmeffectiveness.
Culturally responsive summative evaluations exantimedirect effects
of the project’s implementation on the participaantsl attempt to explain
the results within the context of the project ahd kived experiences of
the participants beyond the project. For exampbeproved student
achievement is influenced by and correlated wittagety of school and
personnel background variables. Thus, to fully meashe effectiveness
of the project and determine its true rather thapedicial worth, it is
important to identify the correlates of participanttcomes (e.g., student
achievement, student attitudes) and measure tieateas well.
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Framing the Right Questions

An important key to successful evaluation is tougaghat the .
proper and appropriate evaluation questions haea ramed. Itis critical th_at the
For an evaluation to be culturally responsivesitiitical that questions of
the questions of the primary stakeholders have beand and, significant

_ stakeholders hav
where appropriate, addressed. been heard and

where appropriate,

The questions that will guide an educational ev@naare
addressed.

crucial to the undertaking and ultimately to thecmss of the
venture. Poorly framed questions rarely vyield usef
information. Further, framing evaluative questiangot easily
accomplished. In a culturally responsive evaluatibris expected that
the questions are carefully considered not onlythy evaluator and
project staff, but also by other stakeholders aB. wetakes time and
diligence to reach agreement on the questions tgoursued. One
stakeholder group may care little about questibas dre seen as vital by
another group. However, it is crucial that all iigant voices are heard.

Once a list of questions has been vetted to thisfaetion of the
evaluation team and stakeholders, an importantegpidogical task and
next step is to decide what type of evidence mastdilected to answer
the evaluative questions. This is not an easy task,it should be
undertaken before embarking on a culturally responsive

Questions evaluation. It avoids subsequent rejection of ewdeby a
regarding what stakeholder who might say, for example, “This igiasting, but
constitutes it really isn’t hard data.” Stakeholders often vii# interested in
acceptable the results that bear on one group over all othdrone

evidence should be| particular group has not been involved or askedstipres they
discussed before consider as key, then the rest of the data mayibeed as
conducting the suspect or irrelevant.

evaluation.

Discussions of what is important, and how we wilblv if we

have acceptable evidence, are often messy and midngdted.
The discussions, however, are alwagecessary A more

democratic approach to evaluation increases thel mee competent
evaluators who have a shared lived experience thigh stakeholders
(Hood, 2000). A democratic process also increaseslikelihood that
evaluative efforts will have all voices represented

In a culturally responsive evaluation approach, ¢kaluators must be
reflective, that is, have an awareness of theirtrdmrtions to the

construction of meaning throughout the evaluatiorocgss and
acknowledge the impossibility of remaining totatletached from the
topic under study. Even after questions are idextifit would be helpful

if an evaluator asked him or herself three impdriguestions before
moving forward: (a) Does the way in which the ewadilon questions are
defined limit what can be found? (b) Can the evi@dmaquestions be
studied differently than initially articulated? (¢Jow might different

ways of studying the evaluation questions give tse different and,
potentially, more expanded understanding of thenphmeenon under
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study? Answering these questions through a cultersd, and making
appropriate modifications to the originally framgakstions, can result in
a more responsive evaluation. Additionally, a fouahd very important
guestion must be addressed regardless of the ¢ealuapproach: Can
the evaluation questions actually be answered bagdtle data sources
available?

Designing the Evaluation

After the evaluation questions have been propedynéd, sources of
data have been identified, and the type of evideadee collected has
been decided, it is then time to identify the appiaie evaluation design.

A good design offers a unique opportunity to maxzinthe

The need to train | qality of the evaluation. A culturally responsievaluation
data collectors in | a55r0ach does not consider a particular designoaat or
evaluation studies | \niversally applicable. In fact, there are a numbkdifferent

is great.

evaluation designs (e.g., quasi-experimental, ex@artal,
ethnographic, case study) that can be used to izmahe
processes of data collection and analysis and qubsdy
answer the evaluation questions. The evaluatioiguaethat one uses
does not necessarily need to be elaborate. lingestls to be appropriate
for what the evaluator wants to do for an effectivaluation study.

Most comprehensive evaluation designs are mixediookst, that is, they
have both qualitative and quantitative componamts single study in an
effort to increase the scope of confidence in timdiigs. Each

component provides data in a format that is diffefeom the other but
can be complementary. Increasingly, evaluationsrelggng on mixed-

methods, recognizing that both approaches are bi@luand have
something unique to offer. Mixed-methods might lspezially relied

upon in culturally responsive evaluations as a way gathering

information that more fully addresses the compiegitin culturally

diverse settings. This approach should provide teetbepportunity for

documenting the complexities of processes, prograsg outcomes
occurring in culturally complex and diverse setsingror example, an
evaluator examining student achievement might daedo look at

guantitative outcomes such as students’ gradesdbapen teacher-
developed tests, textbook tests, or standardizgdst®ores; in addition,
the evaluator may also look at various qualitatindidcators such teacher-
student interactions, student-student interactiomsyw students are
taught, teacher qualitative reports of studentsl school culture and
environment. While quantitative data might demaatstrdifferences
among subgroups of students, qualitative data wdnddparticularly

useful in gathering more nuanced information on faetors likely

contributing to these differences.

Designs that incorporate data collection at mudtifimes provide an
opportunity to examine the degree to which someectspf the
participants’ behavior changed as a result of tfugept intervention(s).
On the other hand, when comparison or control ggogpn be
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incorporated into pretest/posttest designs, evalsamay be able to
determine the extent to which some aspect of paaints’ behavior

changed relative to where it would have been hayg tiot been subject
to the project intervention(s). It should be notdmhwever, that a
culturally responsive evaluation approach doesandobcate a particular
approach toward inquiry and does not reside ineeithquantitative or
gualitative camp. Value in both approaches is $sethese authors. The
view here, however, is that the perspective thduatar brings to the

evaluation task is the key entity.

Selecting and Adapting Instrumentation

Instrumentation provides the means for collectingcim of
the data for program and project evaluation. Tloeegfit is Previous use doe
very important that instruments be identified, deped, or not guarantee
adapted to reliably capture the kind and type &rimation cultural
needed to answer the evaluation questions. Alssa¢ is the responsivenes
validity of the inferences about the target popatathat are
drawn from data collected using evaluation instrt®elt is
preferable to use instruments that have some kidioting instruments
to accumulate substantive evidence of validity es@bility is critically
important. Yet, the previous use of standard methtmd accumulate
evidence of validity and reliability does not guatee -cultural
responsiveness. Oftentimes, measures that have beened on a
cultural group different from the target populatiame used in the
evaluation process. In such instances, additioilat pesting of the
instruments should be done with the cultural grougroups involved in
the study to examine their appropriateness. If lerab are identified,
refinements and adaptations of the instrumentsidho®l made so that
they are culturally sensitive and thus provide atdék and valid
information about the target population.

Given the growing number of projects serving Latiand other
populations in which English was not their firsddmage, evaluations are
increasingly faced with the need to employ instrotean the primary
language of the clients under study. As a resustyument translation is
becoming an integral part of the instrument-develept process.
Obviously, poor translation of evaluation instrurigenan be a serious
problem. It can, in essence, render the data tedeérom such an
instrument as valueless. There are various stesefpr instrument
translation. One common strategy has been to peotiet English
version of an instrument to a native speaker oftéinget population and
ask that person to translate the instrument intotéinget language. This
method, referred to as “simple direct translatios jhadequate.

It is ideal to use one of two widely used translatmethods in national
and international studies to better ensure accuddcthe translation.
These include forward/backward translation (FBT) tanslation by
committee (TBC). The FBT technique, which is thaeayally preferred
method of translation, involves having one indidduranslate an




instrument (document A) into another language (dwmnt B) and
another person translating the resulting instruniegk to the original
language (document C). If documents A and C areramted to be
equivalent, then document B is assumed to be a gaodlation (Marin
and Marin, 1991). A caution noted with the FBT aqgmh is that if both
the forward and backward translators share commdtamceptions
about the target language and its semantic shadihgg could easily
make similar mistakes in both translating and bakitranslating. Also,
if the forward translator is excellent but the baakd translator is not,
the resultant outcome may be less than desirahleTBC method, often
more suitable to complete a transition in a shoneframe, involves
using a bilingual panel to translate the instrumamo the desired
language. A more recent translation approach istiphel forward
translations (MFT), whereby translators create twomore forward
translations, which are then reconciled by anoitdependent translator.
MFT generally can be done more quickly than FBTabse the two
forward translations can be done concurrently. Watly translation
method, it is essential that all translators or goitee members involved
be bilingual, bicultural, and familiar with the ¢gt population.In
assessing the validity of the translated instrusieiitis recommended
that at a minimum, the evaluator seek semanticcantent equivalence.
Semantic equivalence refers to the agreement betdifferent language
versions of the instruments. Content equivalenceires that each item’s
content is relevant in each culture.

Collecting the Data

As noted earlier, culturally responsive evaluatgam make substantial
use of qualitative evaluation techniques. Data ectdld through
observations, interviews, and focus groups canrbeia for capturing

rich information on the cultural contexts of th@ject and/or community
under study. An important aspect of qualitative modblogy is allowing

participants to “voice” their own reality. Storyiab, chronicles,

parables, poetry, observations, interviews, foausigs, and revisionist
histories are all legitimate forms of data collentifor knowledge

generation and giving voice to participants. Staltiytg, for example, has
been used as a method for collecting rich culturistorical, and other
contextual information that may ultimately explaihe behavior of

people in projects under study. Additionally, inltatally responsive

evaluation, use of a qualitative methodology oftextds information that

allows the evaluation team to select, adapt, oreldgv quantitative

instruments to better capture the environment uodesideration.
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One of the tenets of qualitative methodology ist tllae
individual who collects the data is also thetrument Another
tenet of qualitative methodology, as well as quatte
methodology, is that a poorly designed or improperepared
instrument provides invalid data. Consequently, vk
collecting qualitative data directly from individsa e.g., via
interviews or observations, if those who are cditer and

Too often the
nonverbal
behaviors are
treated as “error
variance” in the
observation and
ignored.

recording the data are not attuned to the cultacaitext in
which the project is situated, the collected datald be invalid.
While it may not appear to matter very much whetheerson collecting
student test papers in the classrooms is culturabponsive, cultural
responsiveness does matter in many forms of ddiection. In truth, it
may indeed mattelnow the test papers are handed out to the students,
how the test is introduced, amdhat the atmosphere is at the site where
the students are being tested. The situation bexfenanore complex in
the collection of evaluative information through sebvations and
interviews. The need to train data collectors ialeation studies is great
and, unfortunately, largely overlooked. Trainingrthto understand the
culture in which they are working is an even raregnt.

There may not be much an evaluation team can dot ébe age, gender,
race, and appearance of its members, but to deay stich factors
influence the amount and quality of the data isrident. One thing that
can be done to increase the probability of gatlergvaluative

information in a culturally responsive manner is floe project director
to ensure that the principal evaluator and team Ineeminvolved in the
data collection know what they are hearing and isg.

Nonverbal behaviors can often provide a key to datarpretation

among culturally diverse populations. One African meXican

psychologist, Naim Akbar (1975 as cited in Hale-8am 1982),

describes a few nonverbal behaviors in African Aoasr children. He
notes that the African American child “expressesséé or himself

through considerable body language, adopts a sgsitease of nuances
of intonation and body language, such as eye mone@red position,

and is highly sensitive to others’ nonverbal cués@mmunication.”

When observing African Americans participating he tproject under
evaluation, much could be lost toward reaching &rmthnding.” Too

often the nonverbal behaviors are treated as “evesiance” in the

observation and ignored. The same can be true witerviewing an

African American program participant and stakeholdie one sense, the
evaluators have to know the territory. For exampleraline Stevens
(2000) described how she and her colleagues overcdifficulties

attendant to being responsive to culture duringemaluation project
within a large metropolitan school district. Sheinped out that their
extensive knowledge of the culture in the classroand cultural

background of the students overcame difficultiexcaliecting accurate
data.

Lack of knowledge about cultural context is quickdyident when
interview data are examined. Reviews of intervieanscripts and
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Disaggregation of
collected data is a
procedure that

warrants increased

attertion.

observation protocol data that are done by reviswdthout the
ability to interpret meaning based on the (largalywritten
rules of cultural discourse are likely to resultimerpretations
that are more frequently wrong than right (Smit@99; Nelson-
Barber et al., 2005). Similarly, subsequent discanssof flawed
reviews limit communication and ultimately doom the
possibility of shared understanding between pauditis and
stakeholders of color and the evaluator who prowede culturally
nonresponsive.

Knowledgeable trainers who use the medium of vigigiog can and
have produced considerable improvement in thesskil interviewers

who must collect data in cultural settings unfaamilto them. The
training process can be very revealing for paréiois who seek to
understand more about the nonverbal language tbeyncinicate and
their own flawed communication habits. If interviewiraining is entered
with a spirit of openness and self-improvement|eabion of culturally

responsive evaluative data is greatly facilitatichilar improvements in
data collection and interpretation through obsémmatan be achieved
through intensive training and mentoring. Althoudhe authors

commend such training, inservice training is na preferred solution.
Greater and longer lasting improvements in theectitbn of culturally

responsive evaluative data and the conduct of grejealuations can be
realized principally by recruiting evaluation datallectors and analysts
who already possess a shared lived experiencetidge who are being
evaluated.

Analyzing the Data

It is possible, though possibly shortsighted, todiat statistical analyses
and examine test score distributions without mudmcern for the
cultural context in which the data were collect®&ahther, it is both
desirable and prudent that the analysis of intervigata and the
interpretation of descriptions of behavior relatedprojects undergoing
evaluation be achieved with considerable sengjtivito, and
understanding of, the cultural context in which theta are gathered.
Determining an accurate meaning of what has besereéd is central in
culturally responsive evaluation. Having adequatelesstanding of
cultural context when conducting an evaluation ngpartant, but the
involvement of evaluators who share a lived expegemay be even
more essential. The charge for minority evaluater® go beyond the
obvious.

Knowing the language of a group’s culture guideg'smttention to the
nuances in how language is expressed and the nge#nmay hold
beyond the mere words. The analyst of data gathiereal culturally
diverse context may serve as an interpreter foluatas who do not
share a lived experience with the group being eatatl
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To this end, a good strategy is to organize revimmels principally

comprising representatives from stakeholder grolipe review panels
examine the findings gathered by the principal eatr and/or an
evaluation team. When stakeholder groups reviewuatige findings,

they may discover that views of the evaluators eamiag the meaning
of evaluative data might not necessarily be alignatth those of the
review panel. The results of the deliberationsesigw panels will not
lend themselves necessarily to simple, easy answetrshey will more

accurately reflect the complexity of the culturahtext in which the data
were gathered and lead toward more accurate ietatmwns.

Data analyses from a culturally responsive approseék to better
understand how contextual conditions affect outmé people in
projects. Culturally responsive evaluations use tiplel strategies to
analyze quantitative data to reveal a more compateire of what is
occurring within the environment under study. Dgyagation of
collected data is a procedure that has gained asetk attention in
education and the social sciences in general, cpdatly since the
passage of the No Child Left Behind Act of 2001,ickhrequires
students’ standardized test scores to be disaggekday economic
background, race and ethnicity, English proficieneynd disability.
Disaggregation is a method of “slicing” the dateonder to examine the
distribution of important variables for differentutsgroups in the
population under study. For example, an evaluatay iind that the
average score on the nation’s eighth grade scigstefor all eighth
graders is 149; however, the average score on dhee dest for a
particular ethnic subgroup of eight graders isl\iki® be substantially
higher (or lower) than the average for all eighthdgrs.

Disaggregation of data sets is highly recommendezhiise evaluative
findings that dwell exclusively on whole-group &tts can blur rather
than reveal important information. Even worse, they be misleading.
For example, studies that examine the correlatesiotessfuminority
students rather than focusing exclusively on theetates of those who
fail are important. It can be enlightening to stnze the context in
which data that are regarded as outliers occur.ekaenination of a few
successful students, in a setting that commonldyres failure, can be
as instructive for project improvement as an exatnm of the
correlates of failure for the majority.

Another data analysis procedure is to cross tabuwat as it has been
called, “dice” the data. Dicing the data involvesv@-step process: first
“slice” a simple statistic by race, socioeconontatiss, or some other
important cultural variable, then “dice” that s&itt by another factor
such as educational opportunity. It should be noted disaggregating,
or slicing, by a single racial or ethnic group nisy insufficient. Since
there is vast diversity within various ethnic greupt is sometimes
advisable to further disaggregate within groupera. For example, an
evaluator could analyze data for a Latino studegugation by recent
immigrant status vs. second- or third-generatiatust Similarly, it may
be less valuable to lump all Black student ethmigugs together, but
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instead more instructive to disaggregate by Bla&kerican-born vs.
immigrant from Africa and/or the West Indies.

In sum, it should be kept in mind that the data rdi speak for
themselves nor are they self-evident; rather, they given voice by
those who interpret them. The voices that are haegdnot only those
who are participating in the project, but also tha$ the analysts who
are interpreting and presenting the data. Derivivganing from data in
project evaluations that are culturally respongiggquires people who
have some sense of the context in which the date gathered.

Disseminating and Using the Results

Dissemination and utilization of evaluation outcemare | Evaluation results
certainly important components in the overall eafbn | should be viewed
process. One frequent outcome from disseminatioesafits of | py audiences as no
evaluations of programs serving culturally diversénority | only useful, but
communities is the tendency to attribute identifpgdblems to| trythful as well.

the individuals or communities under study. A stggtthat has
been successfully utilized in culturally responsexaluations
in order to decrease potential backlash is to haslviduals from the
community review the findings before they are disisated. From such
a review, members of the community could providikucal insights that
help expand and enrich the interpretation of thalwation findings.
Also, there must be concerted efforts to close ‘fledevance gap”
(Stanfield, 1999) between how much the evaluatiata dand their
interpretations are congruent with the experierafeeal people in the
community under study. Moreover, a critical key tes conduct an
evaluation in a manner that increases the likelihthat the results will
be perceived as useful and, indeed, used. Culuredkponsive
evaluations can increase that likelihood. Hencalustion results should
be viewed by audiences as not only useful, bubtulis well (Worthen,
Sanders, and Fitzpatrick, 1997).

Information from good and useful evaluations shoudd widely
disseminated. Further, communications pertainingtite evaluation
process and results should be presented clearlthatothey can be
understood by all of the intended audiences.

Michael Q. Patton (1991) pointed out that evaluathould strive for
accuracy, validity, and believability. Patton (2pG8rther stated that
evaluation should assure that the information fibis received by the
“right people.” Building on his cogent observatiome would add that
the “right people” are not restricted to the furgdagency and project or
program administration and staff, but should inelu wide range of
individuals who have an interest or stake in thagpam or project.

Culturally responsive evaluation encourages andp@up using
evaluation findings in ways to create a positivargie in individuals’
lives that might be affected by these findings. @lssemination and use
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of evaluation outcomes should be thought througly @zhen preparing
an evaluation, that is, during the evaluation-plagrphase. Moreover,
the use of the evaluation should be firmly consisteith the actual
purposes of the evaluation. Further, the purpodaetvaluation should
be well defined and clear to those involved inghgect itself.

As we talk about dissemination, our discussion cfu# circle, and we
return to the earliest steps in evaluation dedigm evaluation questions.
These questions themselves are always keys tochey@buation—those
that would provide information that stakeholdergsecabout and on
which sound decisions can be based must always ghigl work. The
right questions, combined with the right data alten techniques, can
make the difference between an evaluation thanhlg @esigned to meet
limited goals of compliance and one that meetsnieds of the project
and those who are stakeholders in it. Applyingghiciples of culturally
responsive evaluation can enhance the likelihoatlttiese ends will be
met, and that the real benefits of the interventian be documented.

Ethical Considerations and Cultural Responsiveness

In evaluations, ethical decisions arise throughbet entire evaluation
process, from conceptualization and design, datsegag, analysis and
synthesis, data interpretation, and report writtngdissemination of
findings. However, the evaluator is often facedhwitcreased ethical
responsibilities when conducting evaluations of jgots serving
culturally diverse populations. While some ethicainsiderations are
quite obvious (e.g., doing no physical harm toipgoénts), other ethical
issues may be more subtle (e.g., the right of eata to impose their
ideology on the people being studied, unequal paekations between
the evaluator and those being observed or exanimdke evaluation
study, and the right of oppressed individuals tp rshape evaluation
guestions and interpretations) (Thomas, 2009). Asceptualized,
culturally responsive evaluation carefully taketinonsideration these
factors in an effort to conduct evaluation studileat are ethical and
socially just.

Two types of ethics are particularly relevant idtunally responsive
evaluations: (a) procedural ethics and (b) relaliogthics. Procedural
ethics, which are critical in all research, all®ialluation is not research,
involve those mandated by Institutional Review BisafiRBs) to ensure
that the study’s procedures adequately deal wighethical concerns of
informed consent, confidentiality, right to privacyreedom from
deception, and protection of participants from hatRBs, however,
generally give emphasis to assessing risks to ighgiys without paying
attention to risks to communities, a condition thaitentially has
considerable ethical implications for evaluation®cusing on
marginalized communities (Minkler, 2004). Relatibeéhics recognize
and value mutual respect, dignity, and the conceetes between the
researcher and the researched and between thercremsaand the
communities in which they live and work (Ellis, 200 Culturally

92



responsive evaluations pay special attention ksrie both individuals

and communities, as well as remain mindful on bogdelationships of

trust and mutual respect. Failure to do so mighthr marginalize the

already distressed communities that projects asiyded to serve. There
are also ethical issues related to the evaluatesgect for local customs,
values, and belief systems that should be takem éonsideration in

culturally diverse communities.

Conclusions

With increasing recognition of the influence of toué on the attitudes
and behaviors of individuals in education and ottwmial programs, the
time has come for cultural responsiveness to assummentral place in
project evaluation practices. Within and acrossg@ms, diversity is
often a critical feature that encompasses a varadtycultures (and

subcultures), ethnicities, religions, languagesergations, and values
within the context of environmental and economituences. Evaluators
must seek authentic understanding of how a prdjeattions within the

context of diverse cultural groups to enhance canfte that they have
asked the right questions, gathered correct infdoma drawn valid

conclusions, and provided evaluation results thatbmth accurate and
useful. Culturally responsive evaluations foregurissues of

importance when working with any culturally-basetbups such as
attending to the influence of race, gender, ethnialass, and other
factors that might be dismissed though they ardrakrelements of
individuals’ lived experiences and realities. Thjgroach to evaluation
targets the environment as well as individuals ajreg within that

environment through principles of stakeholder eegagnt, cooperation,
collaboration, and the provision of data that gqmiband other relevant
stakeholders can use to better understand a psojeperations and
outcomes within its cultural framework.
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Chanter

ENSURING RIGOR IN MULTISITE
EVALUATIONS

Debra J. Rog

Introduction

Multisite evaluations (MSEs) are commonplace, eisfigan education
(e.g., Lawrenz and Huffman, 2003). Although thereame literature on
multisite methods (Turpin and Sinacore, 1991; Heamrd Straw, 2002),
few discuss the strategies that can be used toetisat the design, data
collection, and methods are implemented with rigor.

This chapter provides guidelines for designing, lemgenting, and

analyzing rigorous outcome MSEs as well as exanmplasillustrate the

guidelines. It begins with a definition of multsitevaluation and
advantages and disadvantages of conducting MSEsyéal by a review

of different types of multisite approaches and digiens on which

designs can vary. The next sections go throughskages of an MSE,
including developing the study foundation and alidlesign; designing
the data collection methods and tools; assessiagirterventions to

ensure their integrity to expectations; devisimatsgies for maintaining
the rigor of the study design and data collectidata management,
synthesis, and analysis; and communicating theltsesMany of the

guidelines for MSEs are quite similar to those &tk for any sound
project evaluation, but the evaluation task is mmeplicated because
of variation in contextual factors. Differenceslotal conditions may

present challenges for implementing a one congigtealuation design
and this chapter suggests issues needing attention.

Defining Multisite Evaluation

Multisite evaluations examine a project or policy tivo or —

more sites. In some instances, the interventiomésnded to be Multisite
exactly the same across the different sites. Fampike, evaluations
classrooms implementing the mathematics programwiiig eéXxamine a projec
Math are expected to cover the same skills and teimphe or policy in two or
same number of units. In other situations, vanetiof an more sites.

intervention are examined across multiple sitesojeets
funded by the NSF’s Math and Science Partnershggr@m
(MSP), for example, typically include multiple siteand these sites
frequently vary in the activities in which they peipate. What is
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common among sites in the MSP is that each focosdsinging about
change in teacher knowledge, practices, and stubiigvement.

Advantages and Disadvantages of Multisite Evaluatits

MSEs have a number of advantages over single-sriduations.
Especially in new areas of intervention, they helpuild the knowledge
base more quickly than would otherwise occur. Thikgn provide more
powerful and influential results than single studyvaluations,
particularly when the data are collected with thms tools and measure
and thus provide a “one voice” quality to the fimgl. Even descriptive
findings can have more weight when they are calbcanalyzed, and
reported in the same manner across several sitesrdsearch process
also is likely easier to manage for an MSE thanaf@et of individual
studies, especially if the project/research stalibév the same research
principles, trial procedures, protocols, and gurd. In addition,
examining the implementation and outcomes of aggtajr policy across
multiple sites that differ in geography, populatcmmposition, and other
contextual features allows for increased learnibgué the

There can be generalizability of an intervention and its effecEnally,
value-added to an there can be a value-added to an MSE that involves
MSE that involves individual evaluations (experimental or quasi-expental
individual studies) across the different sites conducted ljvithual
evaluations researchers who are also involved in the crossesitieavor.
(experimental or When the collaboration among investigators is pasiand
quasi-experimental active, it can become an “invisible college” (Reiaad
studies). Boruch, 1991) that builds the capacity of the eatdts
across that sites and, in turn, improves the csies-

evaluation (Lawrenz, Huffman, and McGinnis, 2007).

MSEs also can have challenges. When there is leifsrmity in the
interventions across sites, the MSE can be let witalytic challenges
due to these differences. Similarly, lack of staddation in designs and
methods can complicate designs and analyses and makfficult to
draw conclusions. On the other hand, MSEs thatestior uniformity
and standardization can have their own sets oflafggs. It is more
expensive to conduct highly collaborative MSEs than evaluate
individual sites separately, because they take nione to design,
implement, and analyze due to the involvement afmsoy stakeholders
and the need to consider the different points efwiParticularly when
the design and methods are to be developed cofitibely, there can be
philosophical and scientific disagreements thateriaklifficult to move
ahead. Errors in an MSE, if not caught, can be nsereous and long-
lasting than errors in evaluating a single sitealoige they are amplified
by the number of sites (Kraemer, 2000).

2 In this chapter, MSEs refer to the evaluation pfaject that is implemented in multiple sites. SThi
is different that an evaluation of a program thatyrincludes multiple projects having similarities
and differences.
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Multisite Approaches and Designs

There is no single outcome MSE approach or dedtigorous MSE
designs can vary on a range of dimensions, inctuttia following:

* The nature of the individual site study designs—ghes can be all
randomized studies, a mix of randomized and qugsemmental
studies, or all quasi-experimental studies;

« Treatment interventions—the individual studies camive for
identical interventions or include variations witta broader domain
of intervention;

» The genesis of the interventions—they can be pdit ao
demonstration or existing program initiative or swoocted
specifically for the MSE;

* Comparison interventions—the comparisons can vargite or be
constructed with identical procedures; and

» Sites selected for the MSE—either all the siteiwita project or
initiative or only a sample of sites can be incldda the MSE.
Samples can include representative sites, sitdsanibreshold level
of fidelity, sites that are willing to be part ¢fet MSE, and so forth.

Factors That Determine the MSE Design

As noted above, the only distinction that MSEs sh& that the
evaluation examines an intervention in two or meies. How the
intervention is evaluated, however, depends on mbeu of factors,
much like the design of a single-site evaluation.

Among the factors that shape the MSE design include

* The nature of the evaluation questions(s);

 The nature of the problem that the intervention isl A range of design
addressing; are often required

to meet the variet

* The nature, diversity, and number of sites; and of evaluation

guestions an

 The resources (time, expertise, and funding) foe th purposes for th
interventions/programs in each site, for the local information.
evaluations (if applicable), and for the cross-site
evaluation.

Therefore, as with single-site evaluations, a raofgdesigns are often
required to meet the variety of evaluation questiand purposes for the
information. The nature, number, and diversityh# sites have a strong
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bearing on the design that is desired and feaskne.example, if all
study sites are expected to implement the sameamrgdhere likely will
be attention to measuring the fidelity of implenagian of the program.
If, however, the programs are more diverse butiriider a more global
program category, an examination of the sites nmagud more on
identifying the common features that the sites etz well as those on
which they differ. Finally, the number of sites Mikely influence the
study design, especially in determining the natfrdata collection and
management. The larger the number of sites, thee nmoportant are
standards for data collection, quality control, alada submission. With
a large number of sites, the multisite evaluatoy ima in the position of
determining whether all or a sample of the sitesighbe included in the
evaluation.

Sampling Sites

Many MSEs include all the sites in an initiativeit there are times when
a sample is needed, either due to budget constramto the need to
focus the evaluation either on the most rigorotsssor on some other
selection criterion. For example, in projects thave a large
number of sites, the MSE might include represerdatites
from clusters of sites sharing similar charactesstin other

In projects that have
a large number of

sites, the MSE might
include
representative sites
from clusters of sites
sharing similar
characteristics.

MSEs, sites may need to meet a threshold levadefity of
implementation of the intervention or demonstréiat they
can successfully implement a randomized study ngt
guasi-experimental study.

In some situations, there may be “sites withinsSitbat need
to be sampled, such as schools within districtslagsrooms
within schools. For example, in an ongoing MSE stince
education reform project, the Merck PartnershipSgstemic

Change, activities to enhance the quality of s@emcinstruction are
being implemented in multiple schools in six diffet districts. Although
the study is collecting data from teachers and cipals in all

participating schools, for cost concerns case sfudof program
implementation are restricted to a stratified samgil schools teaching

certain courses and using pre-identified modules.

In MSEs that strive
for rigor, there is a
need to make certain
that all study
expectations,
procedures, and
developments are
known by all key
participants in the
sites.

Laying the Foundation for a Multisite Evaluation

Communication is the foundational element that issim
distinct for an MSE compared to single-site evadues In
MSEs that strive for rigor, there is a need to medewain that
all study expectations, procedures, and developnan
known by all key participants in the sites. In aidad, for
MSEs that are highly collaborative, it is importathtat
participants in the local sites are clear on theies in the
cross-site study, participate in any training, asthy
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connected to the cross-site evaluation. It is irafree that the MSE staff
provide a variety of strategies for communicatiodhe staff in the local
sites and obtaining their input and engagement. r@amication
mechanisms should include a mix of in-person, tedee, and electronic
communications. Frequent communication and oppitiesnfor sites to
help shape some of the cross-site strategies decitba potential for
misunderstanding what is expected and, more impthyta build
cooperation and good will, making it less likehattthe local sites will
go on their own or thwart the decisions that areena

With improvements in technology, there is a growingnge of
mechanisms that can be used to both communicatedlathorate with
local sites. Webinars, for example, can be used tfaming, and
listserves and other email tools can be used fonange of information.
SharePoint, providing a “virtual filing cabinet,ffers a central place for
storing documents that can be accessed by anyvalvéd in the MSE.
It has the added advantage of ensuring versionaamm key documents.

Interactive communication is often needed in M3t tnvolve a high
degree of collaboration and shared decision-mak#ly.participants
need to understand the specifics of all sites ¢tbatpose the MSE and
why certain cross-site design decisions are wagtant

Multisite Data Collection: Developing a Common Probcol

When an MSE is a collaborative with individual siésearchers working
with the cross-site evaluation team, the first stipbe to ensure that all
sites agree with the research questions and ovesalework. Building

logic models (Frechtling, 2007) at this stage—ijetdgether with the
site evaluators—and reviewing them with all keyketelders will help

to foster agreement on the main purposes and gbdhe intervention,

articulate the theory of change through the speatifoin of short-term
and longer term outcomes and, it is hoped, begi phocess of
delineating the measures needed to understandnilernentation and
outcomes of the project.

In addition to determining what needs to be meakubrere is

a range of decisions that must be made in deveajapiprimary
data collection protocol. Although most of thesecisiens
need to be considered in single-site evaluationwedk in an
MSE, the additional concern for each decision igtivar and
to what degree the decision has to be shared Isytedl or can
vary across the sites.

Among the decisions that are considered in devetpphe
protocol, researchers must first jointly determntime following:

e The population of interest and criteria for selegti
participants;

In an MSE, the
additional concern
for each decision
is whether and t
what degree th
decision hasto b
shared by all site
or can vary acros

the sites.
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» Strategies for recruiting and tracking participamtsd the length of
the recruitment period,;

* Methods for collecting the data (i.e., in-persornteiviews, self-
administered  questionnaires, observational methodsgeb
guestionnaires);

» Logistics for data collection, i.e., whether datélaxction will involve
the use of paper-and-pencil only or computers ,(€4PI1, CATI, or
CASTI), Optiscan, or web technology;

» Translation, i.e., whether and for which languages instrument
would need to be translated;

« The type of data collectors needed, i.e., whethatside data
collectors will be needed and/or whether programsqranel can
collect any of the data; specific skills neededeotthan ability to
collected standardized data (for example, or a rieedilingual or
multilingual interviewers or a need for clinicaiming);

» Training for the data collectors, i.e., whether apgcialized training
is needed; and

 Timeframe for the data collection, i.e., whethegréhwill be more
than one wave of data collection and the timinthefwaves.

Standardization on most decisions is usually prefeto ensure as much
rigor as possible in the study procedures. Thaéstds in ensuring that
the data collection strategies and the measurethargame or similar
enough that if differences in the results do emexgess sites, they are
not due to the methods being used. However, in sostances, having
the same procedures across diverse sites can giempéeasibility and, at

times, the validity of the data collection if altes are not

Standardization on equally prepared to implement it. In such casgwmoaedure
most decisions is may have to be adopted that is appropriate andbeamsed
usually preferred to by all sites, even if it isn’t the evaluator’s firshoice. That
ensure as much rigor| said, there are times when tailoring is the besttism. When
as possible in the
study procedures.

translation is needed and there are multiple lagguaoups
involved, the process often requires tailoring tr@nslation

to specific dialects. One approach is to have aesuor
instrument translated into generic Spanish, andn the
customized to the specific form of Spanish usedha particular sites
(e.g., Puerto Rican; Mexican).

Pretesting and piloting the cross-site tool anccedores is best done in
all sites to determine how well it can work in easite and what
modifications may be needed to tailor it approgtiatto the site
conditions.
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Assessing the Interventions

Monitoring Fidelity

In MSEs in which a specific treatment interventiandel is expected to
be implemented in each of the sites, a fidelityeasment is performed to
assess the extent to which this is true. A fideligsessment typically
involves the development of a tool that is guidgdab understanding of
the key elements and components of the program Imkdzn include
looking for specific types of staffing, the level mnplementation of
different types of program components, and even dhistence of
different philosophical underpinnings within theogram. Elements can
be measured as to whether they exist or not, edratcording to the
extent to which they are present.

Fidelity assessments can have multiple purposessoime studies,
measuring the extent to which sites have fideldyat model can be
included in the cross-site analyses. A second parpfor fidelity
assessment is as a screening tool to determineharhsttes have a
sufficient level of the program to be included imetMSE. Finally,
fidelity assessments can be incorporated withimégive stages of an
evaluation to inform mid-course corrections in peog implementation.

Assessing Comparison as Well as Treatment Sites

When an MSE involves comparison sites that haveomparison
intervention, it is useful to apply the same or iEimemphasis on

understanding the nature and strength of the casgrar
interventions as applied to the treatment intefieast In such
cases, it may be important to determine if the canispn sites
have fidelity to the treatment alternative. Examinithe
comparison conditions thus can provide an undedsignof
the extent to which they provide an adequate cehtrith the
treatment conditions as well as whether what isndei
compared is consistent with design intentions.afadon the
comparison conditions are obtained early enoughs th
knowledge can help to refine the design. Obtainthg
information at any time can help to shape analgsesvell as assist in
properly interpreting the final results.

Maintaining the Rigor of the Study Design

Part of the role of the MSE is ensuring that thdiviildual study designs
are being implemented with integrity, especiallyantihe same design is
expected in all sites. When the site-level invedbigs are in control of
the design decisions, it is important at the MSEelléo understand the
decisions that are being made and the nature ofiebign that is being
implemented. For example, sites may differ in héwyt construct and

determine if the
comparison site

to the treatmen

It may be
important to

have fidelity

alternative
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implement comparison groups, and this variation affiect the analysis
and possibly the results.

MSEs also need to monitor the implementation ofeadrupon
procedures related to participant selection, rémemt and tracking, as
well as data collection and the logistics involwedh data collection
(described more completely in the section on gualintrol). At times,
contextual differences in the sites may influenice tlegree to which
these procedures can be implemented and the extentvhich
modifications are needed. In other sites, shiftfuimding may create
changes in the program and may also affect theécjgamts. Although
these changes may be inevitable, the key to makigizigor and
integrity in an MSE is trying to have the respotséhese changes be as
uniform as possible across sites.

Multiple monitoring strategies are often needegeeglly with complex
studies and interventions. In addition to frequeontact with the
individuals in the local site responsible for desi@nd data collection,
other monitoring methods include regular site sisid review study
procedures, status reports on study implementatiemeloped and
submitted by the sites, group conference calls,leemahanges, and in-
person meetings that offer opportunities to shawéorination on
implementation problems and develop shared solsitiothe problems.

Quality Control in MSE Data Collection

Ensuring rigor in an
MSE necessitates
having quality in

measurement.

Ensuring rigor in an MSE necessitates having qualht
measurement. Quality control procedures are nedded
ensure that there is uniformity in data collectidrhese
procedures fall into two main areas: selectingingirand
training data collectors; and ongoing review of adat
collection.

Selecting, Hiring, and Training Data Collectors

Selecting and hiring data collectors for MSEs lieshe domain of the
MSE evaluation team, and it is important that tHesea discussion of the
criteria that should guide selection and hiring: §ame MSEs, it may be
important that the data collectors have certairdemgals and prior
training (e.g., ability to know what is accuratethgnatics content in a
classroom observation) as well as certain chaiatiter (e.g., preference
for ethnic similarities in the data collection $tadnd the study
population). Given that sites may vary in the ekterwhich a local pool
of data collectors is available, it is importardttithe selection criteria be
those that are considered essential for the effioitjust perceived to be
desirable. Over-specifying the criteria can maldifitcult for some sites
to find individuals that meet them. In additionete may be some site-
specific considerations. Data collection training lbest conducted
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centrally in an MSE to ensure that all are heatimggsame story. If there
are a large number of data collectors across ths, s train-the-trainers
session can be conducted. For this type of seseamh site designates
one or more individuals to attend the cross-sa@ing who then serves
as the trainer for the rest of the data colledtotbe site. To maintain the
cross-site integrity in the data collection andoasged procedures in
studies that will be conducted over a period ofetifi the budget can
support it, it is best to have multiple people freech site attend the
training in the event of turnover. Additional s&rgies for assuring
uniformity in training include videotaping the cealdttraining and having
it accompany a live training in each site, and imgjdNVebinar trainings
in which all site trainers and/or all interviewepsrticipating in the
central training can participate.

The nature of the training is generally similamtbat would be covered
in a single-site evaluation—the basics of interweyy how to respond to
unusual interview situations; obtaining informednsent; and the
specifics of the data collection instrument, inghgdthe nature of the
domains and measures, how to follow skip pattehy to select
individuals on whom to collect data (if relevandnd how to collect
information to help in tracking the respondent fisture data collection.
In addition, it is also customary (especially iteiviews) to include a
section that the data collector completes indigaliis or her assessment
of the validity of the data, given other contextu@ctors (e.qg.,
distractions, visible concerns of the respondentémfidentiality, etc.).

In longitudinal MSEs, booster training sessionsdata collection can
reinforce aspects of the original training. Boostean help interviewers
and other types of data collectors avoid ruts a$ agecover upcoming
follow-up tools or changes that are occurring ingadures due to site
changes or other unforeseen issues.

In some data collection efforts, sections of therwiew or process are
less standardized but need to follow certain proesl In these

instances, a readiness assessment can be contludetérmine if a data
collector can follow these sections of the protdoelore going out into

the field. A “gold standard data collector,” typligathe trainer at a site,

is the individual who has mastered the data catiegirocess and thus is
the one against whom all other data collectorsaasessed.

For data collection efforts that span a periodrogt routinely scheduled
reliability assessments are recommended. For ieteers, for example,

these assessments involve randomly selecting ietesvto be
audiotaped and subsequently reviewed to deterrhithe idata
collection and coding procedures were followed. MSEff

typically conduct the reviews and communicate @ults to that span a perio
the data collector and the supervisor in writinighlighting of time, routinely

the areas that the data collector followed as drgdess well as
areas where there were slippages and retrainirrgfagshing

may be needed. The process also identifies daectaris who assessments ar
recommended

collection efforts

For data

scheduled
reliability
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consistently have trouble with the procedures aray meed more
intensive training or dismissal.

Ongoing Data Collection Review

A key role of the MSE team is ensuring the quabityhe data collected
across the sites. In addition to the quality agstea activities
incorporated into training, ongoing data collectimview demands a
number of strategies, from regular communicatiothstaff in each site
to central review and analysis of the data on ayoig basis. Site data
coordinators, either hired by the MSE directly artbe staff of the local
site, can serve as the key contacts with the MSi#nteThe data
coordinators, who may also be gold standard datidectors are
responsible for monitoring the data collection dffand serving as the
supervisors. They need to be up to date on allgohaes so that they can
ensure the data collectors are collecting the datantended. They also
are the main source of information on the statushefdata collection
effort, including observations completed, surveystumed, the
recruitment and interview rates, problems in olwgncontext, and so
forth. In addition, in fielding concerns from thatd collectors especially
in the initial stages of the data collection, thdlf identify situations that
are not covered by the training or data collecporcedures. Rather than
resolve them on their own, site coordinators needbd instructed to
bring the problems to the attention of the MSE tesonthat any
resolution can be uniform across the sites. Theselutions can then
translate into “decision rules” that can be addethée training materials
as well as maintained on SharePoint or some o#tt@che that allows for
easy access across the sites.

Once data are submitted to the cross-site team,d#te should be
reviewed quickly by the cross-site team to conftimat they are being
collected and coded as expected. Early reviewsdeanify areas that are
not being followed according to directions or caggtecisions that were
not fully explicated.

MSE Quantitative Analysis

Preparatory Steps

As with any evaluation, several important prepasasteps are needed in
MSE data analysis. They include data cleaning aadual review when
the data are collected on hard copy, and compettiata cleaning for
all data submitted to assess validity and accuratgo important are
analyses that examine the quality of the data ssdesting for floor and
ceiling effects, patterns of nonresponse or regmoribat demonstrate
lack of understanding of the questions, and coersist checks among
the items. In addition, in longitudinal studiesjstsometimes necessary

106



to assess and control for artifacts (such asiattjior timing differences
in the completion of follow-up interviews.

Cross-site tables and graphical analysis (Henr@519ufte, 2001) can
be especially useful in MSEs for examining earlyadproblems and
patterns in the data as well as elucidating diffees and similarities
across the sites. In the initial analysis stagaplgical displays, such as
scatterplots that display the variation within awloss the sites, can be
very useful. Box-and-whisker diagrams, for examglen readily show
differences among sites in the distributions toitam or scale, in the
display of the minimum score, the lowest quartite median, the upper
quartile, and the maximum score, as well as anlyeosit Star plots also
can be used to show differences in frequency Higions for multiple
sites on multiple variables.

Pooling Data

A significant advantage of MSEs, when it is appiaiey, is to pool the
data across the project sites and, in turn, to lgasater statistical power
than would be achieved with any single site. Initaad, with pooled

data, MSEs can take advantage of a variety of wawltite techniques,
some of which are specifically designed for nestieda. Multilevel

models in particular allow for separation of theiaace due the site from
the variance due to the individual participants.eddn models thus
provide the ability to examine the effects of ameiaention on its

participants with proper analytic controls on thepmpriate site
variables (e.g., schools, classrooms, students).

Having larger samples across sites provides thétyalld examine
outcomes for key subgroups of study participans thould otherwise
be too small in any one site, for example, for widlials from different
racial and ethnic categories. It also providesattiéity to look at the role
of context in shaping outcomes, for example, exargithe differences
in outcomes for children from rural vs. urban si@swell as from states
or communities with different levels of social dapi

For longitudinal studies, one of the strengths gioaled data set is the
ability to see if there are different patterns dfasge among the
participants and how those patterns relate tortterientions as well as
individual characteristics and contextual featufidsese trajectories can
be analyzed using trajectory analysis (Nagin, 1989yrowth-mixture

models (e.g., Muthen and Muthen, 2000) and are gdalven getting

closer to answering the key question “what worksvithom

under what circumstances?” The more divers

the site . . . th
However, there may be analytic challenges posethéysites more challenge

that make pooling difficult or impossible. Clusterfssites may there are likely to

also be pooled if there are greater similaritiesubsets of the
sites than across all sites. The more diverseitbe @re (i.e., in
the populations served, the measurement and ddtctam

be in the analysis
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processes, the programs evaluated, and the ewwduadntexts) and the
less cross-site control there is, the more chadleriere are likely to be
in the analysis. It may be useful, therefore, tddocontingencies, such
as conducting individual site analyses and met#ysea (Banks, et al.,
2002) of the data into the plan.

Maintaining Independence in the Data

In situations in which the treatment conditions nigeitested or the
populations in each study appear too distinct, ggotve meta-analysis
(Banks et al., 2002) may be an alternative to pgolProspective meta-
analysis involves meta-analytic methods that arealls used to
statistically integrate the findings from a set efisting studies all
addressing the same general research question ypidalty with
different populations, situations, etc. As withrgtard meta-analysis, the
metric used in prospective meta-analysis is theceBize, defined as the
standardized difference in outcome between theageeintervention
study participant and the average comparison gstugly participant.

Design Sensitivity

In some MSEs, it is useful to use a design seiitgitapproach to the data
analysis. Design sensitivity, coined by Mark Lipg@@90; Lipsey and

Hurley, 2009) refers to maximizing a study’s stated power. Lipsey’s

approach to study design is to focus on those fadigat influence

statistical power, such as the strength and ittegri the treatment
intervention; the level of contrast between theattreent and control
conditions; the size and homogeneity of the studyde; the

Design sensitivity quality of the measurement and its sensitivity targe; and

refers to maximizing | statistical analyses that optimize statistical powech as the
a study’s statistical use of blocking variables.

power.

At the analysis stage of an MSE, a sensitivity apph
considers these factors and how they might be
“strengthened” in the analysis to see if the int@ation may be having an
effect that is obscured by variability in the desi§or example, in large
multisite studies with some variation among thessisensitivity analyses
might include only those sites that have high ftgtefo the treatment
and/or participants who have received a threshadell of an
intervention, or only sites in which there is af®ignt contrast between
the treatment and control conditions.

Qualitative Analysis Strategies

Qualitative analysis strategies for MSEs are sintitathose that would
be used in any individual study. However, given lHrge scope of most
MSEs and often limited timeframes, exploratory myumded approaches
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to qualitative analysis are usually difficult to deell. More upfront
structure is often needed in the MSE qualitativéa deollection and
analysis to ensure that the potentially large va&uof data can be
collected and analyzed in a timely and cost-efficimanner and within
budget.

Analysis involves a successive series of data temucsteps. For
example, understanding the level of implementatibaach site is likely
to entail collecting a range of qualitative datearotigh site visit
interviews, document reviews, and observations raoog to a set of
domains detailed in a data collection protocol.aD&duction is likely to
begin with summarizing the data on each implementadomain by the
source (e.g., project director interview), thenoasr sources (e.g., all
interviews, documents, and observations) and plgssikall
implementation domains to reach an overall assessmg a site’'s
implementation. After performing this set of stefjos each site, the
evaluator then needs to compare and contrast thlementation level of
all sites.

Software packages, such as NVivo and Atlas can ded uo help
organize gqualitative data. These programs can lasased to perform
the analyses and integrate data from multiple media

Data displays that array data by different dimemsiqsuch as by

chronological time) can also be useful in perfogniualitative analyses

by helping to illustrate patterns in the data witkites and across sites
(Miles and Huberman, 1994).

Strategies for Reporting and Briefing

Maintaining rigor in MSE reporting means ensurihgttthe cross-site
messages of the data are accurately communicatel#, mot obscuring
the key site differences. Graphs and tables aricadrito
presenting complex findings, especially where theme
differences among sites or key patterns. In paslies, we
have been successful in developing “dot” charts thisplay
the presence or absence of a dimension in a sitecan be
scanned very quickly to see cross-site patterridardata (see

Maintaining rigor
in MSE reporting
means ensurin
that the cross-sit
messages of th

Rog et al., 2004 for an example of a dot chart). data are
accurately

In highly collaborative MSEs, it is important to Jea communicated,
while not

individuals from across the sites involved in theerpretation
of findings and in the crafting and/or editing bétreport. Joint
authorship, however, requires early policies thateswho is
permitted to issue press releases, prepare pubhsatand
otherwise report the findings of the MSE and whbaosée
communications can be made.

obscuring the ke
site differences

109



Conclusion

MSEs are increasingly common in education and #&tyaof areas.

There is no one type of MSE but, rather a rangededigns and

approaches that can be used. This chapter hasptttgrto provide a
portfolio of useful approaches and designs andesji@s for ensuring
rigor in whatever type of MSE is employed. Theteigées span the study
process from design and data collection througla daanagement, to
synthesis and analysis, and finally to communicatibthe results.
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Chanter

PROJECT EVALUATION FOR
NSF-SUPPORTED PROJECTS IN HIGHER
EDUCATION

Melvin M. Mark

The good news is that you've been asked to writeetialuation section
of a proposal to NSF for a project designed to BobaSTEM higher

education. Of course, you don’t want your evaluatigan, and the

response grant proposal reviewers will have twibe the bad news. So
how do you proceed?

Or the good news may be that you plan to submitopgsal to NSF,
building off of work you've been doing in STEM ecion. Even better,
you may have received encouragement about youmethmproposal
from an NSF program officer. The bad news, howeigethat you are
required to include an evaluation plan, and evauoais not your
specialty. You've talked with someone in the locallege of education
who you might bring on as the project evaluatot, ymu would like to
be a bit more comfortable yourself with what théiaps and best course
of action are. So how do you proceed?

It might seem as though the answer should be dasyou are the
evaluator-to-be, you probably are coming to thduataon with expertise
in a certain kind of research. You may feel thairyask is to figure out
how best to link your skills to the project evaloat For example,
perhaps your background is in measurement. If so,rngay expect that
your challenge in designing the project evaluatidgh be to identify
what concepts need to be measured and then te @edtimplement a
plan for developing high-quality measures for use&ata collection. Or
perhaps you are a proficient leader of focus grolfpso, your initial
thought may be that your evaluation planning wiltalve figuring out
whom you need to get to participate in focus graams on what topics.

Alternatively, perhaps as the project Pl you thihlat planning the
project evaluation should be straightforward foreay different reason.
You may have heard that one kind of research ddsgrbeen called the
“gold standard” for evaluation. You may be vagudhmiliar with
arguments for more rigorous evaluation designs,ravitiee concept of
rigor is equated with the use of those “gold statidaethods” or their
closest cousins. (We'll return later to the detaifsthe gold standard
discussions.) Or, as the prospective evaluator,myay also be aware of
organizations that summarize evaluation findingghwnethodological
“screens,” that is, rules that keep evaluationshwiertain kinds of
designs in the summary while excluding others. HaVieard about such
things, you may assume that the project evaluatfauld use methods
that are as close as possible to the kind somelgeopsider to be gold
standard.
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The only problem with any of these approachesas tifey
are likely to lead to the wrong kind of project kaion in
many, if not most, cases. One size does not fitTdlht's
true whether the “one size*” is based on your owpegtise
or on some generic claim about gold standards. fiddty,
it's easy to say that one size does not fit allt Baw should
you go about trying to ensure that the plannedusxian fits
well with the project being evaluated? Put diffélgnhow
can you think smarter about evaluating an NSF-fdnde
project that is aimed at improving STEM educatidriits
chapter discusses factors to consider in desigyogr
STEM evaluation plan. While the focus is on evabratprograms in
higher education, the principles discussed appbadiy across the PK—
20 education spectrum.

One size does not
fit all. That's true
whether the “one
size” is based on
your own expertise
or on some generic
claim about gold
standards.

An Early Consideration: Evaluation Purpose

One of the first things to think aboutwsy the project will
be evaluated. Put differently, what purpose or pseg is
the evaluation intended to meet? Of course, a patigm
answer can be given: NSF requires an evaluatiod,tha
project won't be funded without one. However, this
requirement exists for a reason. NSF believesithgéneral,
project evaluation will result in one or more kinds$
benefits. An early and important task in evaluagtsnning

is to figure out which of the potential benefitsexfaluation
are most important for your project.

An early and
important task . . .is
to figure out which
of the potential
benefits of
evaluation are most]
important for your
project.

As described elsewhere in this Handbook, evaluataom have different
primary purposes. One common purpose corresponggab is called
“formative evaluation.” A formative evaluation isitended to help
improve the thing being evaluated. Take as an elarapformative
evaluation of a new project funded under NSF’s Rede Experiences
for Undergraduates (REU) program. The evaluatiguigpose would be
to help project staff improve the local REU projeEhis could include
such things as: identifying better ways of recngjtieligible students;
discovering obstacles that keep potential reseamwntors from
participating; and examining the apparent strengiind weaknesses of
the way this REU project is implemented. To cargt a formative
evaluation like this, the evaluator might start wgrking with project
staff to develop a logic model (described in Sectiy. Such an effort
could reveal any apparent gaps in the projectismate and lead to the
creation of a better project plan. The evaluatoghnialso observe the
project in operation. Finally, the evaluator mighterview individuals
from several groups, including project staff, reska mentors,
undergraduate student participants, and some faltementors and
eligible students who did not participate.
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A second common purpose of evaluation correspomdghiat is called
“summative evaluation.” A summative evaluationngended to provide
a bottom-line judgment about the thing being ev@daFor instance, a
follow-up project might have been funded under NSKCourse,
Curriculum, and Laboratory Improvement (CCLI) Py Among
other things, funded projects that assess thetefeess of educational
tools. Imagine, for instance, an online tool callechnkenGene that
allows students to simulate transgenetics projdwy think would be
interesting. In transgenics, a gene from one kiddomanism is
transplanted into another. To take an actual exangbene that makes
jellyfish fluorescent has been transplanted infmiga making a pig that
glows in the dark. Imagine further that the onlifrankenGene tool had
been developed under a previous NSF grant that draghasized
formative evaluation. In this case, in the newhndad project the
evaluator would focus on a summative evaluatiorh&es this would
take the form of an experiment designed to see effatt, if any, use of
the website has on students’ learning, their istereSTEM professions,
and other outcomes of interest. In essence, stsidevito use
FrankenGene would be compared with similar studehts did not have
access to the online tool in terms of their leagnautcomes and their
interest in STEM majors and careers.

From these two simple examples, one involving fdivea

evaluation and the other summative evaluation,ettkey points
emerge. First, the purpose of an evaluation is ofiethe
considerations that should guide evaluation desigcond, in
general, the kind of evaluation methods that makese will likely
be different for one evaluation purpose than foother. The
experiment that makes sense for the FrankenGenenmative
evaluation might be of little if any value for tiEU formative
evaluation. Third, the purpose of an evaluationukhalerive in

The purpose o
an evaluation
should derive in
part from the
project, what it
is intended to
achieve, and th
questions it is
addressing.

part from the project, what it is intended to aegbieand the
guestions it is addressing. For example, considepraject
designed to assess the effectiveness of a preyiaesteloped
educational product before it is widely dissemidatien such a case, it
makes sense for the evaluation to be summativegdhiat giving a
thumbs up or thumbs down judgment. Why? Becausensuive

evaluation findings could inform relevant futuretiag, specifically by

clarifying whether widespread dissemination wouédagood idea. On
the other hand, for a new REU project, the firgteorof business likely
would be more formative, aimed primarily at programprovement
rather than at a confident bottom-line judgment.

Three additional points may not be evident frompgheceding examples
but will be elaborated upon in the remainder of tttiapter. First, choice
of evaluation purpose is typically a matter of égggrand sometimes one
of timing, rather than an all-or-nothing propositid-or example, when

® Recently NSF changed this program to Transformiihgiergraduate Education in Science,
Technology, Engineering and Mathematics (TUES).
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evaluating a new REU project, the emphasis may griiyn be on

formative work. Still, some data related to a téméa summative

judgment, such as participating student’s interestSTEM careers,
would also be collected. Across time, a producthsas FrankenGene
typically would be improved with formative evaluati prior to an

intense (and perhaps relatively expensive) summmatewaluation.

Second, a combination of methods will usually befgnable to a single
method in project evaluation. For example, when dooting an

experiment to test a new educational tool such rasmkenGene, one
might also conduct classroom observations to see the tool was

actually used in practice. Third, evaluation destgpically involves

pragmatic considerations and tradeoffs. To takengle but potent
example, the size of the evaluation budget afféci much can be
done.

Evaluation Design: It Depends

“What does the
‘best’ or ‘most
rigorous’
evaluation look
like...?"” The right
answer, as the
previous discussion
suggests, is, “It

depends.”

Consider the question “What does the ‘best’ or ‘os
rigorous’ evaluation look like for a STEM education
project supported by NSF?” The right answer, as the
previous discussion suggests, is “It depends.” Hewe

“it depends” is not by itself a terribly satisfyirapswer.
More specific guidance, or at least a way of thigki
about the options, is needed. If the remainderhig t
chapter meets its goal, it will help you do bettdr
working through the process of considering and shmap
from among several options for project evaluation.

We've already considered the idea that evaluation
purpose is one of the factors that should affecitveim evaluation looks
like. Evaluation has potential purposes beyond dlassic distinction
between formative and summative. Indeed, it sedmst dévery other
book on evaluation today contains an argument forew evaluation
purpose that evaluation might strive to achievetufately, not every
potential evaluation purpose is likely to be cednt@a NSF projects
evaluations. For example, some private foundatioase tried to use
evaluation as a vehicle for improving overall magragnt capacity in the
nonprofit organizations that they fund. This kindf @verall
organizational capacity building probably will no¢ a central purpose
for most NSF-funded projects that support institasi of higher
education.

However, other potential evaluation purposes maydbevant to NSF
project evaluation.

. One potential purpose of evaluation is to maetountability
requirements For example, NSF's Louis Stokes Alliances for
Minority Participation (LSAMP) Program is designeal foster
involvement in STEM disciplines by members of ttadially
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underrepresented groups. An evaluation of an LSApAéject
could satisfy an accountability purpose, for exanply tracking
the number of students at the project institutidrovare involved
in project activities, as well as the number frornmanity groups
who are majoring in STEM disciplines over time. Sobimes
accountability demands are as simple as knowing noany
people received project services, and that theyamgteligibility
requirements.

. Another potential purpose of evaluation involhamtributing to
the knowledge bas&nowledge development often is not a sole
evaluation purpose. Rather, new knowledge may hmlgoin
conjunction with another purpose. The LSAMP proposa
solicitation, for instance, states that proposail ve judged in
part based on the likelihood that the project estadm will
contribute “to the body of knowledge in transforgistudent
learning, recruitment and retention of underreprigk minorities
in science, technology, engineering, and mathesatisciplines
and into the workforce” (NSF 08-545, p. 12).

. Summative evaluation of NSF projects typically esli on
examining project-related outcomes. For example,stalents
who use a web-based tool perform better on a tdeaming than
students who do not have access to the tool? Hawevaluation
can also focus on thHeasibility of implementing a new approach
With a new teaching technology, or a radically efiént

approach to attracting minority students’ partitipa in
STEM, sometimes the key first question is “Can waotually
do it this way?” In other words, evaluation canvsethe
purpose of offering basjaroof of concepor clarifying ways in
which a concept might be flawed. Another purposeoeadted
by some evaluation scholars and practitioners isntterstand
participants’ lived experienceThis may be less likely than

other evaluation purposes to make sense for an NGject have priority for
a given project.

evaluation, but in certain cases it may be appat@rimagine,
for example, a project at a predominantly whitevarsity that
is designed to increase the pipeline of minoritydsnts into
STEM professions. In this example, it could prouiejuseful
to understand what the project and its activitiesl fike to the
intended beneficiaries.

So, several evaluation purposes exist. Moreoveg, lhture of the
evaluation should depend on the evaluation purpospurposes that
have priority for a given project. But how can doest choose from
among the various evaluation purposes?

The purpose or purposes of evaluation that wildpminate in a given
project evaluation will depend on several factarsually one of these is
the stage or maturityof the thing being evaluated. For example, if
FrankenGene is not yet operational, then the etialupurpose will be
more formative and perhaps proof of concept. Intres, if the website
is fully functional and its advocates are interdste disseminating it

The nature of
the evaluation
should depen

on the
evaluation
purpose or
purposes tha
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widely, then a more summative purpose, perhaps mdbwith
accountability, would seem to be in order. The eig@ evaluation
consumers’ needs and potential uses constitutdhanéactor that often
influences the choice of evaluation purpose. Fangle, NSF staff
members routinely need to report to Congress on’N®Fograms,
leading them to need information they can use toetmbasic
accountability purposes. (For many projects, théed will be met
indirectly, through the project's contribution afarmation to the overall
program evaluation.) In the early stages of an RiEbject, project staff
are interested in ways to improve the REU, so tesd the data-driven
feedback that an evaluator can provide about thrength and
weaknesses of the project. The genstatle of knowledgabout the thing
being evaluated can also influence the selectioavafuation purpose.
For example, imagine that we are late in a seffiééSk--funded projects
involving FrankenGene. Also imagine that previowsleations have
already demonstrated that use of the website campesvements in the
outcomes of interest. With this as background keodge, any
subsequent evaluation might focus more on knowledyelopment as a
purpose, say by studyimghythis web-based tool is effective.

In planning an evaluation of an NSF-funded projéag evaluator and
project investigators are not in the position gfrig to select evaluation
purposes in a vacuum. Rather, one of the key

One of the key influences on evaluation design should be NSFfjtsel
influences on particularly the program solicitation under whicbuy
evaluation design | proposal is being submitted. A good program
should be NSF solicitation will incorporate current thinking attou
itself, particularly | evaluation at NSF, drawing on the experiences NSF
the program staff have had with many related project evaluation
solicitation. The program solicitations draw on NSF's thinking

about the relative priorities for different kindd o

evaluation purposes, presumably based on factats su
as project stage, information needs and potensiab,uand the state of

relevant knowledge.

Take as an example the solicitation for NSF's C@tdgram (NSF 09-
529). The goal of the program is to improve the liguaof STEM
education for undergraduates. Of particular inteege proposals that
address learning materials and teaching stratélgadhave the potential
to transform STEM education for undergraduates. Boécitation
specifies that all project evaluations should ideluboth formative
evaluation and summative evaluation. The solidtatalso describes
three types, levels, or stages of projects. Thesetvary in terms of (a)
the number of schools, faculty, and students irea/\(b) the number of
components being investigated, and (c) the matwitthe approach
being studied. In general, the proportion of effiwdt is to be given to
summative evaluation, relative to formative evabhmtincreases as the
project becomes larger, the intervention more Hadéted, and the
approach more mature.
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The solicitation also describes various foci, omponents, that a
proposal may have, and it specifies what the ptgeeluation should
address for each component. For example, proposajsfocus on how
best to implement new instructional strategies. ohdimg to the

solicitation, “Evaluation plans for implementatioprojects should
explore the challenges and opportunities for adgptiew strategies in
diverse educational settings” (p. 4). In a serts® blasic implementation
project under CCLI includes proof of concept asemaluation purpose
for innovative implementation strategies. The stion continues:

“Projects that specifically address the challenges achieving

widespread adoption of proven practice are espgaciaicome” (p. 4).

In essence, the solicitation asks for summativduatian of well-formed

approaches for the widespread dissemination of®@feepractices.

With another possible component, CCLI projects dmgus on

developing faculty expertise. According to the atdition, such projects
“should include evaluation efforts to describe fimpact on the faculty
participants, and in large, later stage projectsstudent learning in
classes taught by these faculty” (p. 4). Note thatprogram solicitation
calls for the summative component of the evaluat@mwrary depending
on the project stage. For a project with a neweeriention, a less
intense summative evaluation will focus on a sheggem outcome, that
is, whether faculty learn relevant knowledge anitissks a result of the
project. A test administered to faculty before afbr participation in

the project’'s activities may well suffice. In caadt, for a more mature
intervention, the summative evaluation needs tdt shia longer-term

outcome, that is, student learning. In this cabe, évaluation would
probably compare student performance before arat aftyear in the
classrooms of teachers who participated in theeptactivities, relative
to the gains in classrooms of similar teachers didonot participate in
the project. This might involve the use of an ekpental design,

described later.

Yet another component includes the development ek rearning

materials and strategies. With this focus, “Eathge projects typically
carry the development of materials, and assessofeleiarning, to the

stage where judgments can be made about whettibefunvestment in
the new materials or approaches is justified. Latage projects should
yield evaluation results sufficiently conclusivedadescriptive so that
successful products and processes can be adopgduded widely or,

when appropriate, commercialized” (p. 4). Thus,dblcitation suggests
a different standard for the summative evaluati@peshding on the
project's stage. Earlier projects are held to asdesstandard of
conclusiveness, relative to later stage projeckso Aote that descriptive
information is to be included in the summative aasibn of a later stage
project. Presumably this will include informatiom &iow the learning
materials are used in practice, so that later aisptan model the
approaches used when the product was found to fbetieé. As this

example suggests, multiple methods will often lired to maximize

the value of an evaluation.
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Thinking about Tradeoffs

Part of the art of evaluation practice involvesnkimg through the
tradeoffs that almost inevitably arise in practittemmay be enticing to
think your project evaluation will be the one tlltes it all. The risk,
however, is that by trying to do too many thingsuyend up doing
nothing well. In principle, a comprehensive evalmatis possible.
However, it would take considerable resourcesyuitiolg time. For most

Part of the art of

evaluation
practice
involves

thinking through
the tradeoffs
that almost
inevitably arise

in practice

individual project evaluations, choices must be enaahd
priorities established. Comprehensiveness should dme
aspiration for a set of evaluations over timeh# tvork evolves
into a series of projects that develop in matuaitg scope.

Huey Chen (2004) has given us one general way sxdriteng
the tradeoffs faced in evaluation. He says that factors—
breadth, rigor, cost, and time—commonly are in bonfvith
one another. Ask an evaluator to increase breashl, to
conduct both summative and formative evaluationleviaiso
attending to proof of concept and knowledge devekm. If
you don't provide the evaluation with considerablmee and
money, rigor almost certainly will suffer. For exale, the summative
evaluation would not be done as well as if it hadrbthe only evaluation
purpose. In contrast, if you increase the budgeéteattend the time frame
of the evaluation, it should be easier for the eatr to add breadth
while maintaining rigor. If time and cost are botther limited, as will
be the case for many project evaluations, the tfdeetween breadth
and rigor may be central to evaluation planning.

How best can you deal with tradeoffs? One way igake into account
another factor, specifically, what degree of coaffice is needed for the
evaluation findings. How good an answer is requiradgeneral ballpark
answer or a very precise answer about which yougaite confident?
This may differ for the various evaluation purpotebe addressed in an
evaluation. For example, for a primarily formatiwyaluation, the
formative component may need to be quite strongjewa ballpark
answer may suffice for the summative component. ddreverse may be
true for a primarily summative evaluation. Simijarthe earlier in the
development cycle an educational product is, tiss leonfidence will
generally be needed in summative evaluation firglinbhis kind of
thinking was built into the solicitation, most ebqily for projects
developing new learning material and strategies.

Certain evaluation
activities can help
meet multiple

purposes, if used

judiciously.

Another way to deal with tradeoffs is to try to a/¢hem.
Certain evaluation activities can help meet mutipl
purposes, if used judiciously. For example, for rajgct
with multiple components, the evaluator might depeh set
of databases that track students’ participatiorvamious
project activities as well as student outcomes sictiegree
completion and initial employment. The databases loa

used for formative evaluation, such as by seeingtldr certain project
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components are not attended well. The databases smme
accountability as an evaluation purpose, enabhegtoject to report out
to NSF program officers when information is regedstAnd the
databases offer a degree of summative evaluatimviding data on
project participants’ early educational and emplegitroutcomes.

A Brief Review of the “Gold Standard” Debate

In the last decade or so, the notion of gold stadglaas been bantered
about in discussions about how to do evaluation.essence, the
argument has been that randomized experiments) lafiteled RCTs for
“randomized controlled trials,” provide the mosgaious method for
evaluation. The argument further is that if a ranthed experiment is
not feasible for either ethical or pragmatic reasahnen one of its closest
cousins should be implemented. Because the gotdiatd debate may
be brought up in discussions about NSF projectuains, it is useful
to have a sense of what the debate has been #@boentrist perspective
is presented here, and parties on either sidecafl¢hate may hold views
that differ.

First, a bit of history. Randomized experimentsenbbong been common
in many areas of applied social research, inclugwguations, such as
studies of the effects of psychological treatmefus anxiety and

depression. In contrast, in the last decade, sritiave argued that
randomized experiments have been woefully underusexther areas,
including education and international developmeltoreover, this

position has been translated into action in somantgmaking and

literature-reviewing processes. Certain fundingastrs at the Institute
for Education Sciences at the U.S. Department oficktion, for

example, give priority to proposals with a randaedizxperiment. The
What Works Clearinghouse (WWC) was designed tor afteicators and
others a summary of the best evidence about thecteféness of
educational products, programs, and policies. ThaVQV uses

methodological screens such that RCTs and thesestocousins are
included in its reviews, while evaluations usindgfetent methods are
excluded. Advocates have often used terms suchgaels ‘standard,”

“rigor,” and “scientific” to describe randomizedpetiments.

The problem with such language is that without ftareaveats, it is

misleading at best. Experimental methods and tiegest cousins were
developed and refined because they generally dood gpb providing

answers toone kind of question. Specifically, these methods, emnd
certain assumptions, give a good estimate of tfectethat a potential
causal variable has on one or more outcomes akstteFor example, an
experiment could be conducted to assess the affdbie FrankenGene
web-based tool (the potential causal variable) mdroductory biology

students’ performance on an objective test and tie@iorted interest in
STEM majors and professions (the outcomes of istgr@ecause the
outcomes of an educational product or program raeuently the things
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RCTs can be a
terrific option for
summative
evaluation,
especially for a
relatively mature
program or
product.

that matter most for an evaluative judgment, RCdis loe a
terrific option for summative evaluation, espegiafbr a
relatively mature program or product.

In contrast, RCTs may have limited value when other
evaluation purposes are of primary interest. Takenhtive
evaluation. In principle, an RCT could be carried t test
the relative effectiveness of one way of implemagtan
REU versus another, but in general this would berloil.
The cost of the RCT would necessitate a narrowepescor
the evaluation, thereby reducing the range andhgiatevalue

of the formative evaluation. Now consider a prob€ancept evaluation.
For these, the key concern usually is simply whethiegs can be done
in the new way being proposed, and evaluations|dretttend largely to
the program’s implementation rather than its outeem

Even when summative evaluation is of interestsiinot inherently a

given that an experiment is called for. In transgies, it is not necessary
to randomly assign dozens of pigs to receive thgfigh gene while

other pigs are randomly assigned not to receivegédme. Because pigs
never glow in the dark otherwise, even a single alestration with one

pig is fairly compelling. However, for most of théds of projects that
NSF funds in higher education, the effectivenesthefproject is not so
dramatic and clear. For an REU project designeddease the number

of STEM majors, for example, several consideratisrmaild make it
difficult to see the effects with the “naked eyd&staduation with a

Experiments and
their closest
cousins are
especially
important when
there are plausible
alternative
explanations of
findings.

STEM major is affected by numerous factors othantREU
participation. Some of these factors are probahbked with
the tendency to participate in an REU in the fio$hce,
making it hard to parse out the effects of the RigU se. In
addition, students’ enrollment in a STEM major cliange
over time, and the likelihood of entering or droppbut of a
STEM major may vary across individuals; this kinfl o
variability across time and across individuals nsakemore
difficult (if not impossible, without an adequatesearch
design) to sort out the effects of REU participatiwith

simple comparisons. Finally, because no magic bhls yet
been found, NSF and others still care about ineeas
STEM participation even if they are not so gigarthat they will be
visible to the naked eye. Put differently, to uggheasing drawn from the
work of Donald Campbell and his colleagues (e.gam@bell and
Stanley, 1966; Shadish, Cook, and Campbell, 2082)eriments and
their closest cousins are especially important wtieme are plausible
alternative explanations of findings that otherwisight be interpreted
as an effect of the intervention. Because the &ffae can reasonably
expect are not as dramatic as a glow-in-the-dagk gaid because many
factors other than the NSF project affect outcomese effort is needed
to get an accurate answer.

When alternative explanations are plausible, RGirslee valuable. In a
randomized experiment, individuals (or other unétsch as classrooms)
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are randomly assigned to one of two or more treatroenditions. For
example, some introductory biology students coull dssigned at
random—essentially, with a flip of a coin or, mditeely, by a random
number table or a computerized equivalent—to use RlankenGene
web-based tool, while others are assigned at ramdurno use it. A well-
conducted randomized experiment helps rule outriatevalidity threats,
which are generic kinds of alternative explanatidhg differently, these
validity threats are ways of accounting for the mative evaluation
results, other than a conclusion such as “the grojgorks.” To
understand the benefits of random assignment, d@ensfirst an
alternative. Imagine that instead of random ass@tmin the
FrankenGene example, the web-based tool was simadtle available to
students in introductory biology courses. In thesealze of random
assignment, one might compare the achievementudests who chose
to use FrankenGene with those who did not (perhaipls careful
measurement of how much each student used the tdolyever, the
validity threat calledselectionwould apply. That is, any observed
difference between those who did and those who wad use
FrankenGene could easily have resulted, not fraereffect of the web-
based tool, but from preexisting differences on afiya number of
variables. For example, the students who chosesto kRrankenGene
might initially have had greater interest in STE#ronger motivation to
do well in class, or a better work ethic. These atieér confounds (i.e.,
factors unintentionally correlated with FrankenGarse) could easily
obscure the true effect of the web-based tool.

An evaluator might try to account for confounds ragasuring

them and controlling for them statistically. In tReankenGene
example, the evaluator might measure students’ xataey

The ability to

interest in STEM disciplines. However, this apploassumes
that the relevant initial differences are known aredl measured,
which will not necessarily be the case. In contraahdom
assignment effectively takes care of selection lprob (and,

estimate treatmen
effects without bia
provides the
primary argument

assuming the experiment is conducted successbihgr internal
validity threats). If students are assigned to d@mts at random,
no systematic selection bias will exist. Becausehestudent is
equally likely to be assigned to the treatment aonthparison
groups, within statistical limits the two groupsosid not differ unless
the treatment works. Moreover, any random diffeesnoetween the two
groups can be effectively accommodated with famiigpothesis-testing
statistics. The ability to estimate treatment dHewithout bias (i.e.,

without the intrusion of selection and other in@rivalidity threats)

provides the primary argument for randomized expenits.

In short, advocates of RCTs have a point. RCTsagwetentially strong
method for estimating the effects of a given inéation. They generally
do well in terms of taking care of selection andeotthreats that could
otherwise bias the estimate of the interventioffesats. Not surprisingly,
however, RCTs also face challenges. Attrition maguo, and in ways
that could bias the results. Contamination acrasslitions can occur,
for instance, if students in the FrankenGene camdishare both

for randomized

experiments.
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The circumstances
that allow random
assignment may be
unusual, making it
more tenuous to
generalize the
evaluation findings

to other settings.

excitement about the site and access informatioth wi
students who are supposed to be in the comparison
condition. In some cases, the circumstances thatval
random assignment may be unusual, making it more
tenuous to generalize the evaluation findings tbeiot
settings. In addition, if the relevant outcomes &
specified in advanced or not measured well, theltesay

be misleading.

In short, an argument can be made for the use of

randomized experiments. However, the argument géyper
will not make sense unless the primary evaluatiorp@se
is summative, and usually for a later stage projeldreover, even for
summative, late-stage evaluations, project evalnaplanning should
involve thoughtful judgment rather than reflex. Tjuelgment process
should consider the relevant tradeoffs, the plalitsilof validity threats,
and the relative desirability in the particular €asf an RCT and
alternative methods. Paraphrasing Eleanor Chelimgégt Director of
the Program Evaluation and Methodology Division tife U.S.
Government Accountability Office, the only gold mtiard for evaluation
is methodological appropriateness.

Alternative, Related Methods

Even when summative evaluation is of interest, &1 Rnay not be the
best choice for project evaluation. What are sonfeth® better
alternatives to consider®uasi-experimentsare approximations of
randomized experiments. They also can be worth idensg for

summative evaluation—and, in the weaker forms, formative

evaluation. Unlike randomized experiments, by d&fin quasi-

experiments lack random assignment to conditioristh& same time,
like randomized experiments, quasi-experiments cglpi involve

comparisons across two or more conditions, suchsagy or not using
FrankenGene. Quasi-experiments may also includeordefiter

comparisons, as when faculty members in a summekshop are tested
at the beginning and end of the workshop.

Quasi-experiments rather than randomized experBneraly be chosen
for a number of reasons. First, quasi-experimerdyg be feasible when
random assignment is not for practical or ethioshsons. Second,
sometimesguasi-experiments, even relatively simple ones, giae a
compelling answer to the question of what effetts treatment of
interest has. For example, if a project involvesredatively new
intervention for developing faculty expertise in BV instruction, a
simple design measuring participating faculty mersb&nowledge
before and after the three-week summer trainingksfwmp may well
suffice. In this instance, there may be few if gigusible alternative
explanations for a gain in the relevant knowled@ethird reason for
using a quasi-experiment rather than an RCT is that level of
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confidence needed may be low. For instance, therative evaluation
for an early stage project does not require as aitgvel of confidence,
so an RCT would be overkill. In contrast, a releyv modest quasi-
experiment may suffice. Fourth, even for later st@gojects, a more
advanced quasi-experiment should do about as welhaRCT and may
be better in terms of tradeoffs.

Numerous quasi-experimental designs and desigmantariexist. These
are discussed in detail elsewhere (see Shadishk, Goal Campbell,

2002; Mark and Reichardt, 2009). NSF project ewuahsashould

have a working knowledge of the range of quasi-arpmtal Numerogs
designs. One relatively simple quasi-experimeniudad to quasi-
previously, can be called thme-group, pretest-postest desigm experimental
it, participants are measured on an outcome variaefore and designs and
after the project activities. The evaluator's hapethat if the design variants
project is effective, outcome scores should impravieile scores exist.

will hold steady if the project has no effect. Haee a variety of
validity threats exist. These includeaturation the possibility that
outcome scores will change because of ordinary raitdmal processes
as the participants age. Another thredtisory, the possibility that some
event other than the project is responsible for abhgerved change.
Because of maturation, history, and other potertis¢ats’ you often

would not get an accurate answer about the prsjeftect simply by
measuring the relevant outcome variable both bedowk after. On the
other hand, when validity threats are not plausibiea confident answer
is not required, the one-group pretest/posttesigdesften is a “best
buy.”

“Stronger” quasi-experimental designs, such assthealled regression-
discontinuity design and complex interrupted timeries designs,
generally tend to rule out more validity threatarttdo “weaker” quasi-
experiments such as the one-group, pretest-postessgin. It is these
stronger quasi-experimental designs that were beefgrred to in

previous mentions of the “closest cousins” of RAT$s not possible to
describe here the full range of quasi-experimet¢signs and features.
Rather, selected quasi-experimental designs angjrdedements are
overviewed. In the case of amerrupted time series desigdata on an

outcome of interest are tracked repeatedly ovee,timell before an

intervention is implemented and afterwards. Fomgda, an evaluator
might track the number and percent of minority stid in STEM

majors at a school with an LSAMP project. If a cleerease in these
measures coincides with the onset of the LSAMPegtojthat would be
consistent with the idea that the alliance is ¢i#ec This conclusion

would be even stronger if the increase in mingayticipation in STEM

professions occurs at the school with the LSAMPjgmtobut not at

similar comparison schools in the same geograggion.

4 Among the other reasons, in the language of Calinabe his colleagues, are the validity threats
of history, maturation, statistical regressiontiteg instrumentation, and attrition.
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In the case of the&egression-discontinuity (R-D) desigoertain rare
circumstances have to occur in order to use thignledowever, if these
circumstances occur, you can implement a very gtrauasi-
experimental design. In the R-D design, study pigdints all receive a
score on an “assignment variable,” or AV, and tlaeg assigned to
groups based on this scoréhose who score above a specified cutoff
value on the AV are assigned to one treatment grayde those who
score below the cutoff value are assigned to theerogroup. For
example, to encourage participation in a projectcfallege faculty, the
project might publicize the workshop as highly séie and an honor.
Applicants might have to agree to participate stitgy whether they are
chosen or not, and to provide a portfolio and eslsayproject staff will

Outcome

Control

score on a 100-point scale. In this
example, the AV would be the score from
________ the portfolio and essay grading. Faculty
- members with scores above the cutoff
g would be assigned to the workshop group,

while those below the cutoff serve as a
comparison group. Subsequently, all
applicants, both workshop and comparison
group members, would be tested on the
outcome measure, perhaps by a web-based

Treatment

6

Assignment Variable

survey. In essence, statistical analysis of

° A0 Az the R-D design involves testing whether

the scores of those above the cutoff are
elevated, relative to what would be expected givenpattern of scores
below the cutoff. If this occurs, there rarely argy plausible threats to
internal validity. Put informally, how likely is ithat there would be a
jump in scores on the outcome variable that coexigrecisely with the
cutoff on the AV, unless there really is a treatimeifiect? Analysis of
the R-D design is more complex, but the underlyiogic remains
simple.

In another quasi-experimental design, phetest/posttest nonequivalent
group designtwo groups (say, one participating in projecivdibes and
one not) are observed on both a pretest and aepbstihe design is not
as strong generally as the R-D and interrupted 8erées designs, but
often it will be more feasible. With this desighetresearcher can use the
pretest to try to take account of initial differescbetween the groups
(i.e., the validity threat of selection). The bakigic is straightforward:
The project’'s effect on the outcome measures isnattd in terms of
how much more (or less) the project group gainechwrage than the
comparison group. In fact, alternative analysesstexhat imply
somewhat different technical definitions of the jpob effect, but the
fundamental logic remains the same. That is, measof preproject
differences are used to control for the threatetdction. A problem with
this design is that it can be difficult to know thgou've properly
controlled for the differences between groups thatld exist in the
absence of the project (or, equivalently, if thejgct in fact made no
difference). Consider the old expression, “The rigt richer.” If the
students who sign up for an REU project differ froomparison students
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in their initial interest in STEM careers, it is gzible that those
differences would intensify over time even if théigd been no REU, as
the students get closer to graduation. Becauseerdiff analysis
approaches make slightly different assumptions talbe pattern of
change over time, it is advisable for a high-stak@®mative evaluation
using this design to employ more than one form radlysis to see if
results are similar. An analysis approach that raasingly

recommended igpropensity score analysiavhich combines multiple
preproject variables into a single variable to owdntfor initial

differences. (You might think of it as matching jeici and comparison
group members, but on a composite of many variabédker than on a

single one—it's matching on steroids, so to speak).

Whether using an RCT or a quasi-experiment for th
summative component of a design, certain issusg dhniat
might not be familiar to investigators from someEBT
disciplines. One istatistical powerwhich refers roughly to
the likelihood that if a difference really existetiveen the
groups, the study will be able to observe it. Mbtajrally,
statistical power is akin to whether the power o
magnification of a microscope is sufficient to haveood
chance of observing some microbe of interestattually is

in the sample being examined. Projects often arallsm
enough in size that statistical power is a problemsuch

Statistical power is
akin to whether th
power of magnification
of a microscope i
sufficient to have
good chance o
observing som
microbe of interest if it
actually is in the
sample being
examined.

cases, sometimes power can be increased by combin
across multiple cohorts. For instance, rather ttreating
each summer workshop in a TUES faculty development
project as separate, the evaluation might emplalyaas
that combine across years.

Mediationis another issue that can be addressed in latge-stummative
evaluations. Mediators are shorter-term varialfie$ thange as a result
of the project activities and that in turn resutchange in longer-term
outcomes. For example, for an LSAMP or other piygefroject, shorter-
term changes in interest in STEM careers and ire$igtacy in STEM
might be expected to occur first, with these changediating the effect
of the project on STEM major and career choicestaptorically,
meditational analysis involves seeing whether omenido (project
activities) knocks over the next (interest, seffeaicy), with those in turn
knocking down the later dominos (STEM major/careshoices).
Mediation can be tested with advanced statisticalyses, in essence
testing whether the dominoes fell as expected. i@tiak approaches
can also be employed, say by interviewing projectippants about the
changes they experience.

Conclusions

Let us return to a question posed early in thiptdra “What does the
‘best’ or ‘most rigorous’ evaluation look like fa STEM education
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project funded by NSF?” The short answer, agairi]tislepends.” A
longer answer is that it depends on a number adiderations, including
the relative priority of alternative evaluation pases; the stage or
maturity of the thing being evaluated; the inforimat needs and
potential uses of important evaluation consumdrs; dtate of relevant
knowledge; the evaluation requirements in the N&p@sal solicitation;
the specifics of the project and what it is inteshde do; the details of
tradeoffs between breadth, rigor, cost, and timeyw tconfident an
answer is needed; and the method options thatrtijecp details make
feasible or infeasible.

It is not possible to look at every combinationtloé factors that might
influence the design of a project evaluation amhtto describe the ideal
evaluation. Nor would that be desirable—evaluapitamning should not
be a paint-by-number exercise. Fortunately, th@gsal solicitation will
usually provide a general framework, based on N&# snembers’
understandings of the factors most relevant fot gaaticular program.
And the hope is that the material in this chapted éhe examples
throughout will help allow more thoughtful considgon of the options
as you plan your project evaluation.
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Appendix A

Finding an Evaluator

There are many different sources for locating gegtoevaluator. The
one that works best will depend on a number ofofactncluding the
home institution for the project, the nature of gneject, and whether or
not the principal investigator has some strongrigedbout the type(s) of
evaluation that are appropriate.

There are at least three avenues that can be pursue

. If the project is being carried out at or near beg@ or university,
a good starting point is likely to be at the collegr university
itself. Principal investigators can contact the atépent chairs
from areas such as education, psychology, admaticsty, or
sociology and ask about the availability of stadlled in project
evaluation. In most cases, a few calls will yiedderal names.

. A second source for evaluation assistance comasifitdependent
contractors. There are many highly trained persiowhese major
income derives from providing evaluation servicBgpartment
chairs may well be cognizant of these individuald aequests to
chairs for help might include suggestions for indiials they have
worked with outside of the college or university &ddition,
independent consultants can be identified fromghene book,
from vendor lists kept by procurement offices iatstdepartments
of education and in local school systems, and én@an resource
databases kept by some private foundations, sutheakellogg
Foundation in Michigan.

. Finally, suggestions for evaluators can be obtaiinech calls to
other researchers or perusal of research and éemugeports.
Western Michigan University also has a list of exabrs on their
website at http://www.wmich.edu/evalctr. A strongergonal
recommendation and a discussion of an evaluattengths and
weaknesses from someone who has worked with a figpeci
evaluator is very useful when starting a new evaneeffort.

Although it may take a chain of telephone callgyat the list started,
most principal investigators will ultimately findhat they have several
different sources of evaluation support from whiatselect. The critical
task then becomes negotiating time, content, ahd;oarse, money.

128



Appendix B

Glossary

Accuracy: The extent to which an evaluation is truthful afig in what
it says about a program, project, or material.

Achievement: Performance as determined by some type of assessmen

or testing.
Affective: Consists of emotions, feelings, and attitudes.

Anonymity (provision for): Evaluator action to ensure that the identity
of subjects cannot be ascertained during the cafrgestudy, in
study reports, or in any other way.

Assessment:Often used as a synonym for evaluation. The tesm i
sometimes recommended for restriction to procesbat are
focused on quantitative and/or testing approaches.

Attitude: A person’s opinion about another person, thingtate.

Attrition: Loss of subjects from the defined sample durirgdburse of
data collection.

Audience(s): Consumers of the evaluation; those who will orutio
read or hear of the evaluation, either during othatend of the
evaluation process. Includes those persons whaobeiljuided by
the evaluation in making decisions and all othene Wave a stake
in the evaluation (see stakeholders).

Authentic assessmentAlternative to traditional testing that focuses on
student skill in carrying out real-world tasks.

Background: Information that describes the project, includitsggoals,
objectives, context, and stakeholders.

Baseline: Facts about the condition or performance of subjpdor to
treatment or intervention.

Behavioral objectives:Measurable changes in behavior that are targeted

by a project.
Bias: A point of view that inhibits objectivity.
Case study:An intensive, detailed description and analysisadfingle

project, program, or instructional material in tbentext of its
environment.
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Categorical scale: A scale that distinguishes among individuals by
putting them into a limited number of groups orecatries.

Checklist approach: The principal instrument for practical evaluation,
especially for investigating the thoroughness gflamentation.

Client: The person or group or agency that commissione@vhluation.

Coding: To translate a given set of data or items intocdetve or
analytic categories to be used for data labelirhratrieval.

Cohort: A term used to designate one group among manysiady. For
example, “the first cohort” may be the first group have
participated in a training program.

Component: A physically or temporally discrete part of a wéolt is
any segment that can be combined with others teraakhole.

Conceptual scheme:A set of concepts that generate hypotheses and
simplify description, through the classificationdacategorization
of phenomena, and the identification of relatiopskamong them.

Conclusions (of an evaluation)Final judgments and recommendations.

Content analysis: A process using a parsimonious classificationesyst
to determine the characteristics of a body of nigter practices.

Context (of an evaluation): The combination of factors accompanying
the study that may have influenced its results,lutiog
geographic location, timing, political and socilihmate, economic
conditions, and other relevant professional adtigsitn progress at
the same time.

Continuous scale:A scale containing a large, perhaps infinite, numbe
of intervals. Units on a continuous scale do nateha minimum
size but rather can be broken down into smallersandller parts.
For example, grade point average (GPA) is measureda
continuous scale, a student can have a GPA 0r53,3%1, etc.
(See categorical scale.)

Criterion, criteria: A criterion (variable) is whatever is used to meas
a successful or unsuccessful outcome, e.g., graide gverage.

Criterion-referenced test: Test whose scores are interpreted by referral
to well-defined domains of content or behaviorghea than by
referral to the performance of some comparablemuodypeople.

Cross-case analysisGrouping data from different persons to common
qguestions or analyzing different perspectives osues under
study.

130



Cross-sectional study: A cross-section is a random sample of a
population, and a cross-sectional study examiniss dhmple at
one point in time. Successive cross-sectional studan be used
as a substitute for a longitudinal study. For exampxamining
today’s first year students and today’'s graduategiors may
enable the evaluator to infer that the college B®&pee has
produced or can be expected to accompany the eliifer between
them. The cross-sectional study substitutes todsetsors for a
population that cannot be studied until four ydatsr.

Data display: A compact form of organizing the available infotiroa
(for example, graphs, charts, matrices).

Data reduction: Process of selecting, focusing, simplifying, adsting,
and transforming data collected into written fieftbtes or
transcriptions.

Delivery system: The link between the product or service and the
immediate consumer (the recipient population).

Descriptive data: Information and findings expressed in words, wnlik
statistical data, which are expressed in numbers.

Design: The process of stipulating the investigatory pduces to be
followed in doing a specific evaluation.

Dissemination: The process of communicating information to specif
audiences for the purpose of extending knowledgk Bnsome
cases, with a view to modifying policies and preesi

Document: Any written or recorded material not specificallyepared
for the evaluation.

Effectiveness:Refers to the worth of a project in achieving fative or
summative objectives. “Success” is its rough edaivia

Elite interviewers: Well-qualified and especially trained persons who
can successfully interact with high-level intervemg and are
knowledgeable about the issues included in theuatiah.

Ethnography: Descriptive anthropology. Ethnographic program
evaluation methods often focus on a program’s celltu

Executive summary: A nontechnical summary statement designed to
provide a quick overview of the full-length repam which it is
based.

External evaluation: Evaluation conducted by an evaluator outside the
organization within which the project is housed.

Field notes: Observer's detailed description of what has bdeseved.
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Focus group: A group selected for its relevance to an evaluatiat is
engaged by a trained facilitator in a series ofusions designed
for sharing insights, ideas, and observations twpe of concern
to the evaluation.

Formative evaluation: Evaluation designed and used to improve an
intervention, especially when it is still being ééyped.

Goal: A broad-based description of an intended outcome.

Hypothesis testing: The standard model of the classical approach to
scientific research in which a hypothesis is foraedl before the
experiment to test its truth.

Impact evaluation: An evaluation focused on outcomes or payoff of a
project.

Implementation evaluation: Assessing program delivery (a subset of
formative evaluation).

In-depth interview: A guided conversation between a skilled
interviewer and an interviewee that seeks to maemi
opportunities for the expression of a respondefa&ings and
ideas through the use of open-ended questions atwbszly
structured interview guide.

Informed consent: Agreement by the participants in an evaluatioth&o
use, in specified ways for stated purposes, of the&mes and/or
confidential information they supplied.

Instrument: An assessment device (test, questionnaire, priptetm)
adopted, adapted, or constructed for the purpotieeadvaluation.

Internal evaluator: A staff member or unit from the organization withi
which the project is housed.

Inter-rater reliability: A measure of the extent to which different raters
score an event or response in the same way.

Intervention: Project feature or innovation subject to evaluatio
Intra-case analysis:Writing a case study for each person or unit sadi

Key informant: Person with background, knowledge, or specialsskil
relevant to topics examined by the evaluation.

Longitudinal study: An investigation or study in which a particular
individual or group of individuals is followed over substantial
period of time to discover changes that may bebatable to the
influence of the treatment, or to maturation, o& #nvironment.
(See also cross-sectional study.)
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Matrix: An arrangement of rows and columns used to dispiaiti-
dimensional information.

Measurement: Determination of the magnitude of a quantity.
Meta-evaluation: Evaluation of the merit of the evaluation itself.

Mixed-method evaluation: An evaluation for which the design includes
the use of both quantitative and qualitative meshdor data
collection and data analysis.

Moderator: Focus group leader; often called a facilitator.

Nonparticipant observer: A person whose role is clearly defined to
project participants and project personnel as asideiobserver or
onlooker.

Norm-referenced tests:Tests that measure the relative performance of
the individual or group by comparison with the penfiance of
other individuals or groups taking the same test.

Objective: A specific description of an intended outcome.

Observation: The process of direct sensory inspection invohtnagned
observers.

Ordered data: Nonnumeric data in ordered categories (for example
students’ performance categorized as excellentd,gadequate,
and poor).

Outcome: Post-treatment or post-intervention effects.

Paradigm: A general conception, model, or “worldview” thatynbe
influential in shaping the development of a didapl or
subdiscipline (for example, “the classical, positivsocial science
paradigm in evaluation”).

Participants: Those individuals who are directly involved in aject.

Participant observer: An evaluator who participates in the project (as
participant or staff) in order to gain a fuller @nstanding of the
setting and issues.

Performance evaluation: A method of assessing what skills students or
other project participants have acquired by examgiriow they
accomplish complex tasks or the quality of the prtsl they have
created (e.g., poetry, artwork).

Population: All persons in a particular group.

Prompt: Reminder used by interviewers to obtain complataers.
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Purposive sampling: Creating samples by selecting information-rich
cases from which one can learn a great deal absu¢$ of central
importance to the purpose of the evaluation.

Qualitative evaluation: The approach to evaluation that is primarily
descriptive and interpretative.

Quantitative evaluation: The approach to evaluation involving the use
of numerical measurement and data analysis basestatistical
methods.

Random sampling: Drawing a number of items of any sort from a large
group or population so that every individual iteasta specified
probability of being chosen.

Recommendations: Suggestions for specific actions derived from
evidence-based conclusions.

Sample: A part of a population.

Secondary data analysisA reanalysis of data using the same or other
appropriate procedures to verify the accuracy efrésults of the
initial analysis or for answering different quesiso

Self-administered instrument: A questionnaire or report completed by
a study participant without the assistance of éeriewer.

Stakeholder: One who has credibility, power, or other capitaleisted
in a project and thus can be held to be to somesdedy risk with
it.

Standardized tests: Tests that have standardized instructions for
administration, use, scoring, and interpretatiorthwstandard
printed forms and content. They are usually norfaremced tests
but can also be criterion referenced.

Strategy: A systematic plan of action to reach predefinedgjoa

Structured interview: An interview in which the interviewer asks
guestions from a detailed guide that contains testions to be
asked and the specific areas for probing.

Summary: A short restatement of the main points of a report

Summative evaluation: Evaluation designed to present conclusions
about the merit or worth of an intervention andoramendations

about whether it should be retained, altered, iotiehted.

Transportable: An intervention that can be replicated in a difarsite.
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Triangulation: In an evaluation, an attempt to get corroborationa
phenomenon or measurement by approaching it byraleftaree
or more) independent routes. This effort providesficmatory
measurement.

Utility: The extent to which an evaluation produces andedinates
reports that inform relevant audiences and havefmzal impact
on their work.

Utilization of (evaluations): Use and impact are terms used as
substitutes for utilization. Sometimes seen as dfeivalent of
implementation, but this applies only to evaluasidhat contain
recommendations.

Validity: The soundness of the inferences made from thdtsesua
data-gathering process.

Verification: Revisiting the data as many times as necessacyoss-
check or confirm the conclusions that were drawn.
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Appendix C.
Bibliographies

Annotated Bibliography on
Readings in Evaluation

In this section, we summarize some evaluation eefees that readers of
this Handbook might want to consult for additioradormation. We
believe the selected references will be espeaisiéful for NSF principal
investigators and project directors. Additional erehces, without
annotation, are presented in the next section.

American Evaluation Associatio@uiding Principles for Evaluators
Revisions reflected herein ratified by the AEA memdhip, July
2004 Last retrieved from
http://www.eval.org/Publications/GuidingPrinciplesfable.asp
on December 23, 2010.

In 1994, the American Evaluation Association esshield a set of
principles to guide the practice of evaluation. Bwading Principles for
Evaluators can help you identify the basic ethics to expeoimfran
evaluator. They include:

1. Systematic Inquiry — Evaluators conduct systemadiata-
based inquires about whatever is being evaluated.

2. Competence — Evaluators provide competent perfacman
stakeholders.

3. Integrity/honesty — Evaluators ensure the honastliategrity
of the entire evaluation process.

4. Respect for people — Evaluators respect the sgcualignity,
and self-worth of the respondents, program paditip,
clients, and other stakeholders with whom theyrate

5. Responsibilities for general and public welfare valdators
clarify and take into account the diversity of metgts and
values that may be related to the general andpulgifare.

Callow-Heusser, C., Chapman, H., & Torres, R. (20B8idence: An
Essential ToolArlington, VA: National Science Foundation. Last
retrieved fromhttp://nsf.gov/pubs/2005/nsf0531/nsf0531.pdf on
December 23, 2010.

Written for NSF's Math and Science Partnership (M®&PRogram, this
document provides a guiding framework for condugewaluation in an
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R&D environment. The document discusses the neediffh-quality

evidence of effectiveness and efficiency. It préseahe DIO Cycle of
Evidence as a guiding framework for planning, gatite and using
evidence at three stages: design, implementatiand autcome
assessment. The document also discusses the mehificbetween this
framework and other frameworks for evaluation.

Donaldson, S.I., Christin, C.A., & Mark, M.M. (2009
What Counts as Credible Evidence in Applied Reseantl Evaluation
Practice? Thousand Oaks, CA: Sage Publications

Building on a symposium held at Claremont Univetsihis volume

brings together the ideas of an international grotipesearchers and
evaluators regarding the issue of what counts edilde evidence in
different evaluation contexts. The volume explobeth experimental
and non-experimental approaches, considering  theale

methodological, political, ethnic, and pragmatiocerns.

Joint Committee on Standards for Educational Evaina(2010).The
Program Evaluation Standard8rd Ed. Thousand Oaks, CA:
Sage Publications.

This second version of standards for program etialuaprovides
guidance to evaluators and evaluation managersosn tb judge an
evaluation’s quality, considering both methodoladjiand ethical issues.
The standards fall into four categories: utilitgasibility, propriety, and
accuracy. lllustrative case studies are presentbelp describe practices
that meet the standards, as well as those thatfait.

Patton, M.Q.(2008Wtilization-Focused Evaluatiorith Ed. Thousand
Oaks, CA: Sage Publications.

In a book that combines both the theoretical ared gtactical, Patton
examines how and why to conduct evaluations. Thloaudiscusses
strategies for increasing the probability that aaleation will be useful
and be used, starting from the beginning of evaloaplanning. This
edition covers a range of issues from identifying primary users of an
evaluation to focusing the evaluation, making mdthadecisions,
analyzing data, and presenting findings. Both fdiveaand summative
evaluation are discussed, along with the differesiés that may be
played by the evaluator in different situations.

Patton, M.Q. (2011Developmental Evaluation Applying Complexity
Concepts to Enhance Innovation and IUSew York, NY: The
Guilford Press.

This book discusses developmental evaluation, amoaph in which the
evaluator is part of the project’'s design team.hBRathan thinking of
evaluation as a two-stage process involving fomgaind summative
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phases, developmental evaluation recognizes thanmrgnature of
complex projects providing ongoing data on emergami changing
activities. Situated in systems theory, develop@lenévaluation
encourages an approach which is reflective, adaptnd utilization
focused.

Rossi, P.H., Lispey, M.W., & Freeman, H.E. 2004algation: A
Systematic Approach. 7th Ed. Thousand Oaks, CAe Sag
Publications.

Provides an overview of evaluation and the diffetgpes of activities
that evaluation may include, with chapters on assgs(a) program
theory, (b) measuring and monitoring program ou&®n{c) assessing
program impact using randomized field experimern{t¥, assessing
program impact using alternative designs, and é&aing, interpreting,
and analyzing program effects, and measuring effixy.

W.K. Kellogg Foundation. (2004).ogic Model Development Guide.
Battle Creek, MI: Last retrieved from
http://www.wkkf.org/knowledge-center/resources/2bgic-
Model-Development-Guide.aspx on December 23, 2010.

The Logic Model Development Guidprovides an easy-to-read
description of the logic model and how it can beliag to a variety of
different evaluation situations. This is an exadfstarter” document for
those who may be new to the logic model and it$iegtjon.

Wholey, J., Hatry, H., & Newcomber, K. (Eds.). (208landbook of
Practical Program Evaluation2nd Ed. San Francisco, CA: John
Wiley & Sons.

This book provides an overview of how to do moreafve and useful
evaluation, starting with design and working througaking sure results
are used. It is oriented toward developing evatuatithat can be used
for program improvement. Written by a variety ofakiators from a
range of content fields, the authors offer advice evaluation
procedures, including ones that may not be idealaba still likely to
provide useful and reasonably reliable informatbran affordable cost.
As stated in the Preface, the philosophy underlytimg book is “It's
better to be roughly right than to be preciselyoigmt.”
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Appendix C.
Bibliographies

Annotated Bibliography on Readings On
Cultural Context, Cultural Competence,
and Culturally Responsive Evaluation
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Association for the Study and Development of Comityun(2001)
Principles for Evaluating Comprehensive Communitifidtives
Gaithersburg, MD: ASDC.

This report was produced by the ASDC on behalhefrtational funding
collaborative on violence prevention. The primaydiances for the
document are evaluators and practitioners involved@omprehensive
community initiatives (CCIs). The document lists@ciples that were
created to guide evaluators in engaging evaluagarticipants in a
responsive  manner and build upon the efficacy omroanity
interventions and development. The principles agamized according
to nine major themes: (a) engagement of practitgneommunity
participants, funders, and other stakeholders;r¢l® of evaluator; (c)
implementation of the evaluation process; (d) issoé power; (e)
identification and definition of outcomes; (f) mple levels of change;

(g) attribution of results to the CCI; (h) utilizat; and (i) standards of
evaluation.

Greene, J. (2006). Evaluation, Democracy, and $dcCleange. In
Handbook of Evaluation: Policies, Programs, and &iee, edited
by I.LF. Shaw, J.C. Greene, & M. Mark. London:Sage.

This chapter situates larger conceptualizationsleshocracy, equality,
and justice in evaluation by focusing on the mapasitioning of
evaluation in society (i.e., issues related to Whitirposes and whose
interests evaluation should serve) and the miceyatter of evaluation
practice (i.e., the relationships evaluators esthlith others in a given
context and the processes and interactions that #érmese relationships).
The chapter presents and delineates a historicatstape of
democratically oriented evaluation beginning witdmabcratic evaluation
and deliberative democratic evaluation to a didonssef participatory,
critical, and culturally and contextually respomsievaluation. The
author situates culturally and contextually respan®valuation as an
ideologically oriented contemporary evaluation th#tends to culture,
race, and ethnicity issues relevant both to raaia ethnic groups in the

United States and to indigenous peoples in Northega and the
Pacific.
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Greene, J., Millet, R., & Hopson, R. (2004). Evédloa as
Democratizing Practice. InPutting Evaluation to Work for
Foundations and Granteesedited by M. Braverman, N.
Constantine, and J.K. Slater, 96-18&n Francisco: Jossey-Bass.

The authors make a case for an educative and datizneg vision for

evaluation in philanthropy. That is, evaluatiomisre than method and
design—it is “inherently and fundamentally, a matté politics and

values.” Evaluation is politically located withinodal contexts.

Significance then lies not in asking what approackkould be taken
when entering into a given context, but which “to#il positions and

whose values should be advanced in the socialipeaot evaluation.”

The authors position evaluation within the traditiaf policy education

and claim that foundations can assert leadershipegitimizing and

promulgating efforts and social change. Authors/jgl® a discussion on
how to enact the educative and democratizing visibevaluation in

practice by outlining three interconnected majorin@ples. The

principles are elaborated with illustrative guidek, strategies, and
examples from practice.

Guzméan, B. (2003). Examining the Role of Culturanfpetency in
Program Evaluation: Visions for New Millennium Ewators. In
Evaluating Social Programs and Problems: Visions tfte New
Millennium, edited by S. Donaldson and M. Scriven. Mahwah, NJ:
Lawrence Erlbaum.

The chapter, written as proceedings to the Staufigmposium on
Applied Psychology at the Claremont Colleges, iifiest the need for
increased cultural sensitivity in the increasingiulticultural and
multiethnic American society. The chapter definearfcharacteristics
that define culture: (a) culture as an abstraahdidea; (b) culture as a
context of or setting within which behavior occuis,shaped, and is
transformed; (c) culture as containing values, efigli attitudes, and
languages that have emerged as adaptations; andl{ghe as important
to be passed on intergenerationally. The authoertssghat building
culturally competent evaluators is more complicatedn developing
cookie-cutter or cookbook approaches to integraigsges for diverse
cultural groups but involves considerable efford @mgagement between
evaluators, participants, and clients to ensure eb@uation process
incorporates cultural norms and adaptations through

Hood, S., Hopson, R., & Frierson, H. (2005he Role of Culture and
Cultural Context in Evaluation: A Mandate for Inslon, the
Discovery of Truth, and Understanding in EvaluatiMeeory and
Practice.Greenwich, CT: Information Age.

This book argues for and provides examples of ewaia who consider
how to be responsive to cultural context and howdopt strategies that
are congruent with cultural understandings in eatidin theory, history,
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and practice. The authors encourage the evaluatmmmunity to
develop efforts to address issues related to trginulturally competent
evaluators, designing culturally competent evatuetj and enhancing
the usefulness of these efforts. In providing aabrarray of issues
related to culturally responsive evaluation, cheptén the book
consistently express the need for change in theitivaal ways of
practicing educational evaluation from drawing oRpexiences in
indigenous and other sociocultural contexts to kgpieg theory-driven
approaches that are unique to communities of cdtodoing so, the
authors use persuasive communication, narrative ,o#imer strategies of
illustrating the possibilities for privileging thempact of culture in
evaluation. Ultimately, through the use of phildsigal, historical,
theoretical, and practical illustrations in the tédi States, the authors
offer hope to redress the shortcomings of evaloatieory and practice
that omit matters related to culture.

Hood, S. (2001).Nobody Knows My Name: In Praise of African
American Evaluators Who Were ResponsNew Directions in
Evaluation 92: 31-44. San Francisco: Jossey-Bass.

In this paper, the author demonstrates how the webrkarly African
American scholars, whose work went largely unnaotioethe fields of
educational evaluation, builds upon contemporarnyons of responsive
and culturally responsive evaluation. The authotlimes how these
evaluators demonstrated the practices of respomsigkiation decades
prior to formal evaluation theories and practiceesdponsive evaluation.
He notes that these proponents were not only respmrbut embodied
critical practices of aculturally responsive evaluation practice. By
engaging theshared lived experiencesf key stakeholders in the
evaluation context, early African American evaluatwere able to better
depict the key concerns of the stakeholders. Hiadurargues that their
work supports the significance of a diversifieddief evaluators. Based
upon these contributions, the author identifiesraperative within the
field to cultivate more scholars of color.

Hopson, R. (2001). Global and Local Conversatioms @ulture,
Diversity, and Social Justice in Evaluation: Isstee€onsider in a
9/11 EraAmerican Journal of Evaluatior20(3): 375-380.

This paper contemplates the future of the professibevaluation by
exploring cross-cultural concerns within the fielthe author illustrates
how valuable lessons regarding evaluation practiog theory may be
found across continents in his discussion of dgraknts in the African
Evaluation Association, and the Namibian Evaluati@iwork (NEN) in
particular. The author identifies the politics oartsferring evaluation
standards and guidelines across continents witbigtital reflection of
the relevance of the standards in a foreign contedd notes the
comparatively insufficient attention to issues teth to cultural
competence within North America, and suggests r&cocting
methodologies and paradigms that historically hested to cripple or
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debilitate underserved or marginalized communitiés. discusses how
African evaluators have worked responsively to edslrstakeholder
concerns in practice and in their construction edlgation guidelines
aimed to protect the communities they serve.

Hopson, R. (2003)0verview of Multicultural and Culturally Competent
Program Evaluation: Issues, Challenges & Opportigsit
Oakland, CA: California Endowment.

Written for the California Endowment, this papetaile the history and
impact of efforts addressing multiculturalism andtural competence in
the field of evaluation. The author regards recattention to
multicultural/culturally competent evaluation agyaéecating a paradigm
shift in the field, as it exposes the “epistemotagiethnocentrism” that
has privileged dominant world views and the valokthe white middle
class. He provides a historical overview of multictal/ culturally
competent evaluation, identifies key professionajaaizations and
meetings that served as catalysts for promotingethmerspectives, and
synthesizes his arguments by outlining five baskenets of
multicultural/culturally competent evaluation. Treuthor closes the
paper with a discussion of the implications for ingvthe evaluation
field forward.

House, R. E. (2001)Responsive Evaluation and Its Influence on
Deliberative Democratic Evaluation.New Directions for
Evaluation 92: 23-30.

The author reviews the evolution of Stake’s respensvaluation and
the manner that its key elements have changedrnistge of evaluation
practice. He begins by highlighting how Stake resdl many of the
fissures within evaluation practice in the late @9&nd early 1970s.
Stakes’ argument for practice to inform later tlyedrastically shifted
evaluation approach. The author outlines the featuwf responsive
evaluation, critiques elements of his structure,d aoffers new
perspectives (i.e., social justice in evaluatidt®. notes that the strength
of responsive evaluation is that it helped breale timtellectual
stranglehold that single-method approaches hadvatuaion at one
time and legitimated multiple avenues for condugtrnaluations.

House, E.R. (1993). Evaluation in Multicultural Saes. In
Professional Evaluation: Social Impact and Politica
Consequencesdited by E. R. House, 141-162. Newbury Park,
CA: Sage Publications.

The ninth chapter in the book focuses on the isthegspluralist nation-
states face in incorporating different culturalgys and how these same
issues translate into problems for evaluation, maméat criteria is
needed to employ in evaluating programs, whichedtalders to include
in the evaluation, and how to balance the varidiie interests in
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drawing conclusions. In an early attempt to thifto& notions of

culturally responsive evaluation, the chapter foaglows how

stakeholder approaches in evaluation should moreselyf and

deliberately “search out and define the views amirests of these
minority cultures if they are stakeholders in theogsam being

evaluated.” In addition, by combining philosophiegéments of social
justice theory and minority rights and interestse tthapter provides
definitions of nationalism and ethnicity and unpablw Canada and the
United States manifest as unique multicultural estbes.

Kirkhart, K. E. (1995). Seeking Multicultural Valtg: A Postcard from
the RoadEvaluation Practice16(1): 1-12.

In her American Evaluation Association presidengidtress, the author
proposes the construgtulticultural validity to achieve two aims: (a) to
organize concerns about pluralism and diversitgvaluation, and (b) to
reflect on the cultural boundedness of evaluatioorkw Her paper
underscores an ethical imperative to address isfumsdture and context
when practicing in the evaluation field. She dedimgulticultural validity
as the ability to capture diverse perspectivesiwigim evaluation context
accurately, soundly, and appropriately. She arghes multicultural
validity is a necessary prerequisite to socialigesand builds upon the
traditional understandings and uses of validity.e Stinpacks this
argument by a discussion of multiculturalism an@ ttonstruct of
culture, outlining the multiple dimensions and msgs of validity, and
listing threats to multicultural validity.

Madison, A-M. (1992).Minority Issues in Program EvaluatiomNew
Directions for Evaluation, 53.

This seminal special issue helped to lay the datpndation of thinking

on the topic of cultural issues in evaluation; $feally, the issue aims
to “begin discussion of some minority concerns abine impact of

cultural dominance on definitions of social goalsidaon the

measurement of their outcomes in a culturally digesociety, and about
the political consequences for minorities of cwdtudominance in the
selection of evaluation methods.” Each chaptergmssan evaluation
issue (e.g., impacting policy on minority youth aadults, exploring

potential for developing programs and evaluatidrag incorporate racial
and ethnic minorities into evaluation experienaijrdng the limitations

of current evaluation models and current technigoesunderstanding
the impact of social policy on the lives of mingriroups).
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Sengupta S., Hopson, R., & Thompson-Robingson,2d04). Cultural
Context in Evaluation: An OverviewNew Directions for
Evaluation 102: 5-21.

The authors make a call to the evaluation profesicestablish policies
and practice guidelines addressing cultural conmpetén the evaluation.
They refer to developments that have occurred witither disciplines
and the relative lag within the evaluation fieldhel authors argue
however, that a deeper exploration of culture iicatly important
within evaluation because of the critical role tpalicy, program, and
service delivery play in operationalizing cultucntexts. The concept
of values is presented as a common thread betwealuation and
culture. The authors note that serious consideratd values in
evaluation exposes the degree to which some eu@uatethods have
failed to address the values operating within a&gievaluation context.
They encourage the use of the term “cultural coemt” within the
evaluation field, and provide extended discussibitsomeaning within
the field. Lastly, the authors call for the devefegmt of multicultural and
multifaceted evaluators and identify steps takitag@ in that direction.

Thomas, V. G., & Stevens, F. (200go-Constructing a Contextually
Responsive Evaluation Framework: The Talent Devetop
Model of School ReformNew Directions for Evaluation, 101.

This special edited issue presents the Talent Dpuant (TD)

evaluation framework, an approach for evaluatingaarschool reform
interventions. Rooted in responsive, participat@ympowerment, and
culturally competent approaches in evaluation, Hwosvard University

Center for Research on the Education of Studen#xeHl at Risk
(CRESPAR) Talent Development evaluation approactudes themes
that emphasize inclusiveness, cooperation, andilnesk of individuals
being served by evaluations. The issue includeptehathat introduce
the Talent Development Model of School Reform dhgstrative case
examples of the TD evaluation framework in pragtiéecluding

commentaries that assess the extent to which tlenefvork

demonstrates a coherent evaluation approach ah@xpkore the utility

of critical race theory in the educational evaloatprocess specific to
the TD evaluative paradigm.

Thompson-Robinson, M., Hopson, R., & SenGupta2804). InSearch
of Cultural Competence in Evaluation: Toward Pripleis and
Practices New Directions for Evaluation, 102.

This special edited issue addresses a number arieng questions as
they relate to culture in evaluation. Specificdilyw does culture matter
in evaluation theory and practice? How does attertid cultural issues
make for better evaluation practice? What is thkieraddedness of
cultural competence in evaluation? The issue iredudn overview of
culture, cultural competence, and culturally corapetevaluation and
includes case studies on the implementation ofurally competent
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evaluation in school settings, tribal settings, goams that cater to
HIV/AIDS populations, and other diverse settings.ddhionally,
contributors present lessons learned from theiee&pces both locally
and globally, and offer recommendations for impletimey culturally
competent evaluations in general that are systenaatil deliberate in
program and institutional planning and development.
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